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#### Abstract

We establish a new version of Siegel's lemma over a number field $k$, providing a bound on the maximum of heights of basis vectors of a subspace of $k^{N}, N \geq 2$. In addition to the small-height property, the basis vectors we obtain satisfy certain sparsity condition. Further, we produce a nontrivial bound on the heights of all the possible subspaces generated by subcollections of these basis vectors. Our bounds are absolute in the sense that they do not depend on the field of definition. The main novelty of our method is that it uses only linear algebra and does not rely on the geometry of numbers or the Dirichlet box principle employed in the previous works on this subject.


## 1. Introduction and statement of results

The name Siegel's lemma is usually attributed to results on small-size nontrivial solutions to underdetermined systems of homogeneous linear equations over a field or a ring of arithmetic interest. The original Siegel's lemma asserts that given a nonzero integer $M \times N$ matrix $A, M<N$, there exists a nonzero $\boldsymbol{\xi} \in \mathbb{Z}^{N}$ such that $A \boldsymbol{\xi}=\mathbf{0}$ and

$$
\begin{equation*}
|\boldsymbol{\xi}| \leq 1+(N|A|)^{\frac{M}{N-M}}, \tag{1.1}
\end{equation*}
$$

where $|\cdot|$ here denotes the sup-norm (maximum of the absolute values of the coordinates) of the vector $\boldsymbol{\xi}$ and the matrix $A$, respectively. This result was originally used by Thue [21] and Siegel [17] to establish measures of irrationality for certain algebraic numbers, specifically to prove the existence of polynomials with small integer coefficients which vanish with prescribed multiplicity at given algebraic points. Since then, Siegel's lemma has found multiple applications in construction of auxiliary polynomials with integer coefficients that vanish at prescribed algebraic points, see the recent book [11] by D. W. Masser for details. The exponent $\frac{M}{N-M}$ in (1.1) is known to be best possible, however this bound lacks invariance under linear transformations: indeed, for any $M \times M$ integer matrix $U$,

$$
(U A) \boldsymbol{\xi}=A \boldsymbol{\xi}=\mathbf{0}
$$

however $|U A|$ and $|A|$ can be very different. It therefore makes sense to rephrase this fundamental principle as a result on the existence of points of bounded size in a vector space, i.e. the $L$-dimensional null-space of the given $N \times M$ linear system, where $L=N-M$. In this context, "size" is usually measured via a suitable height function, a standard tool of arithmetic geometry.

The first subspace version of Siegel's lemma over an arbitrary number field $k$, providing a full small-height basis, was established by Bombieri and Vaaler in [3].

[^0]A convenient for our purposes formulation, which easily follows from the results of [3], asserts that, given an $L$-dimensional subspace $\mathcal{Z}$ of $k^{N}$ there exists a basis $\boldsymbol{\xi}_{1}, \ldots, \boldsymbol{\xi}_{L}$ for $\mathcal{Z}$ such that

$$
\begin{equation*}
\prod_{i=1}^{L} H\left(\boldsymbol{\xi}_{i}\right) \leq N^{L / 2}\left(\left(\frac{2}{\pi}\right)^{r_{2}}\left|\Delta_{k}\right|\right)^{\frac{L}{2 d}} H(\mathcal{Z}) \tag{1.2}
\end{equation*}
$$

where $d=[k: \mathbb{Q}], r_{2}$ is the number of pairs of complex conjugate embeddings of $k$, $\Delta_{k}$ is the discriminant of $k$, and $H$ is a height function (we review all the necessary notation including heights, as defined in [2] and [20], in Section 2).

Our goal is to establish a new version of Siegel's lemma with somewhat different bounds on the maximum of heights of the basis vectors, independent of the field of definition. Throughout this note, we assume that $k$ is an algebraic number field and work in the $k$-linear space of $N \times 1$ column vectors $k^{N}$. More generally, we could also work in an intermediate field $K$ such that $\mathbb{Q} \subseteq K \subseteq \overline{\mathbb{Q}}$ where it may happen that $K / \mathbb{Q}$ is an extension of infinite degree. However, we are interested in simultaneous solutions to finitely many linear equations having algebraic numbers as coefficients. Such systems involve only finitely many algebraic numbers and these generate a finite extension of $\mathbb{Q}$. Several inequalities in the literature (for example, [3, Theorem 8 and Theorem 9] and [20, Theorem 1, and Theorem 2]) that bound the height of solutions to simultaneous systems of linear equations with coefficients in a number field $k$ contain constants that depend on $k$. Usually these constants depend on the discriminant of $k$, as in (1.2) above. An exception to this situation can be found in the striking results of Roy and Thunder [13], and [14], on absolute forms of Siegel's Lemma (a similar result follows from the celebrated paper of S. Zhang [22], however the Roy-Thunder notation is more convenient for our purposes). Analogously to (1.2), they prove the existence of a basis $\boldsymbol{\xi}_{1}, \ldots, \boldsymbol{\xi}_{L}$ for an $L$-dimensional subspace $\mathcal{Z} \subset \overline{\mathbb{Q}}^{N}$ with

$$
\begin{equation*}
\prod_{i=1}^{L} H\left(\boldsymbol{\xi}_{i}\right) \leq\left(e^{\frac{L(L-1)}{4}}+\varepsilon\right) H(\mathcal{Z}) \tag{1.3}
\end{equation*}
$$

for any $\varepsilon>0$ (the choice of the basis depends on $\varepsilon$ ). While their bound does not depend on any number field, the vectors $\boldsymbol{\xi}_{1}, \ldots, \boldsymbol{\xi}_{L}$ are also not guaranteed to lie over a fixed number field.

Bridging between [3] and the work of Roy and Thunder, we establish the existence of a small-height basis for an $L$-dimensional subspace of $k^{N}$ (i.e., the space of solutions to a system of simultaneous linear equations), and the inequalities we prove are free of constants that depend on a number field. While we bound the individual heights of the vectors instead of the product, our basis lies over a fixed number field $k$ and our bound is particularly simple. In fact, we prove more than just the existence of a small-height basis for a subspace. A vector $\boldsymbol{x} \in k^{N}$ is called $s$-sparse for an integer $1 \leq s \leq N$ if $\boldsymbol{x}$ has no more than $s$ nonzero coordinates. Here is our main result, which exhibits a small-height basis with additional sparsity and "monotonicity" properties.

Theorem 1.1. Let $\mathcal{Z}=A k^{L} \subseteq k^{N}$ be a subspace of dimension $L$ where $1 \leq L<N$ and $A$ is an $N \times L$ basis matrix for $\mathcal{Z}$. Let $B$ be a full rank $L \times L$ submatrix of $A$, and write

$$
\left\{\boldsymbol{\omega}_{1}, \ldots, \boldsymbol{\omega}_{L}\right\}
$$

for the column vectors of the matrix $A B^{-1}$. Then $\boldsymbol{\omega}_{1}, \ldots, \boldsymbol{\omega}_{L}$ is another basis for $\mathcal{Z}$ over $k$, which consists of $(N-L+1)$-sparse vectors satisfying the following property: if $I \subseteq\{1, \ldots, L\}$ is a nonempty subset, and

$$
\begin{equation*}
\mathcal{Y}_{I}=\operatorname{span}_{k}\left\{\boldsymbol{\omega}_{i}: i \in I\right\} \tag{1.4}
\end{equation*}
$$

is the $k$-linear subspace spanned by the basis vectors that are indexed by the elements in $I$, then

$$
\begin{equation*}
H\left(\mathcal{Y}_{I}\right) \leq H(\mathcal{Z}) \tag{1.5}
\end{equation*}
$$

In particular, $\max _{1 \leq i \leq L} H\left(\boldsymbol{\omega}_{i}\right) \leq H(\mathcal{Z})$. Moreover, if $I_{1} \subsetneq I_{2} \subseteq\{1, \ldots, L\}$, then

$$
\begin{equation*}
H\left(\mathcal{Y}_{I_{1}}\right) \leq H\left(\mathcal{Y}_{I_{2}}\right) \tag{1.6}
\end{equation*}
$$

Equality is attained in (1.6) if and only if $\boldsymbol{\omega}_{i}$ is a standard basis vector for each $i \in I_{2} \backslash I_{1}$.

We illustrate Theorem 1.1 by Example 1 in Section 3. Observe that, while our result does not imply the bounds (1.2) and (1.3), those bounds do not imply our result either. Further, notice that in situations when height of the subspace $\mathcal{Z}$ is dominated by the constant depending on $N$ and $k$ in (1.2) or on $L$ in (1.3) our bound may be better. In fact, the constant in (1.2) has been improved in [20] (we review this result in Section 2), but even this optimal constant depends on a power of $\Delta_{k}$. Additionally, our bound can be preferable in some applications due to its simplicity. For example, in some situations it is important to obtain a point in a vector space $\mathcal{Z}$ outside of a co-dimension one subspace $\mathcal{Z}^{\prime}$ (see [5] and references therein for a detailed discussion of Siegel's lemma-type results with avoidance conditions). It is clear that at least one of the basis vectors for $\mathcal{Z}$ is not in $\mathcal{Z}^{\prime}$, however we do not know which vector it is. If we are to use the Bombieri-Vaaler basis satisfying (1.2), we can only assume that this vector's height is bounded by the right-hand side of that equation: the vector in question may be the largest with respect to height out of the basis, and the rest of the basis vectors may have height equal to 1 . On the other, our bound guarantees that this vector has height $\leq H(\mathcal{Z})$, making it better in this situation.

It also makes sense to compare our Theorem 1.1 to a classical result of W. M. Schmidt, specifically Theorem 2(b) of [15]. Translating into our notation, Schmidt's theorem asserts that for any $0 \leq J<L \leq N$ our $L$-dimensional subspace $\mathcal{Z} \subseteq k^{N}$ contains a $J$-dimensional subspace $\mathcal{Y} \subset \mathcal{Z}$ with

$$
H(\mathcal{Y}) \leq C H(\mathcal{Z})^{J / L}
$$

for some constant $C$ depending on $N$ and the number field $k$. This inequality is similar to our equation (1.5), where in our result Schmidt's constant $C$ disappears at the expense of a somewhat weaker upper bound for the height, as one might expect.

Our proof of this new form of Siegel's lemma does not use the Dirichlet box principle which was exploited in the earlier work of Baker [1], Roth [12], Siegel [17], and Thue [21]. Our approach also does not use methods from the geometry of numbers which were introduced in [3]; it is based solely on linear algebra. We review the necessary notation and background material in Section 2 and present the proof of Theorem 1.1 in Section 3. Additionally, we present a "relative" version of our Theorem 1.1 in Theorem 3.1: analogously to Theorem 12 of [3], we consider
a finite extension $K$ of the number field $k$ and produce a small-height basis over $k$ for the null-space of a matrix defined over $K$.

One application of our Theorem 1.1 together with a previous version of Siegel's lemma and certain results on integer sensing matrices (see [7], [9], [10]) is the following observation.

Theorem 1.2. Let $\mathcal{Z} \subseteq k^{N}$ be a subspace of dimension $L$ where $1 \leq L<N$. For each integer $M>L$ there exists a collection of vectors

$$
S(M)=\left\{\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{M}\right\} \subset \mathcal{Z}
$$

with the following properties:
(1) Every subcollection of $L$ vectors from $S(M)$ forms a basis for $\mathcal{Z}$,
(2) For every $\boldsymbol{y}_{i} \in S(M)$,

$$
H\left(\boldsymbol{y}_{i}\right) \leq L^{3 / 2}(2 M)^{\frac{L-1}{L}} \min \left\{H(\mathcal{Z})^{L}, \gamma_{k}(L)^{L / 2} H(\mathcal{Z})\right\}
$$

where $\gamma_{k}(L)^{1 / 2}$ is the generalized Hermite's constant discussed in Section 2.
We review the necessary results on integer sensing matrices and prove Theorem 1.2 in Section 4. In the same section, we also prove a similar result for collections of smaller linearly independent sets of bounded-height vectors in a vector space $\mathcal{Z}$ (Proposition 4.1). Finally, we show in Corollary 4.2 that the basis guaranteed by Theorem 1.1 for a subspace spanned over $k$ by rows of an integer sensing matrix must satisfy "strict monotonicity", i.e. inequalities (1.6) become strict. We are now ready to proceed.

## 2. Notation and heights

Let $k$ be a number field of degree $d:=[k: \mathbb{Q}] \geq 1$, as above, and let $r_{1}, r_{2}$ be the numbers of real and conjugate pairs of complex embeddings, respectively, so that

$$
d=r_{1}+2 r_{2}
$$

Let $\Delta_{k}$ be the discriminant of $k$, and write $M(k)$ for the set of places of $k$. For each $v \in M(k)$ let $d_{v}=\left[k_{v}: \mathbb{Q}_{v}\right]$ be the local degree, then for each $u \in M(\mathbb{Q}), \sum_{v \mid u} d_{v}=$ $d$. We select the absolute values so that $\left|\left.\right|_{v}\right.$ extends the usual archimedean absolute value on $\mathbb{Q}$ when $v \mid \infty$, or the usual $p$-adic absolute value on $\mathbb{Q}$ when $v \nmid \infty$. With this choice, the product formula reads

$$
\prod_{v \in M(k)}|\beta|_{v}^{d_{v}}=1
$$

for each nonzero $\beta \in k$. Let $N \geq 2$, and for any place $v \in M(k)$ and $\boldsymbol{\beta}=$ $\left(\beta_{1}, \ldots, \beta_{N}\right) \in k^{N}$ define the corresponding sup-norm

$$
|\boldsymbol{\beta}|_{v}=\max \left\{\left|\beta_{1}\right|_{v}, \ldots,\left|\beta_{N}\right|_{v}\right\}
$$

If $v \mid \infty$, we also define Euclidean norm

$$
\|\boldsymbol{\beta}\|_{v}=\left(\sum_{i=1}^{N}\left|\beta_{i}\right|_{v}^{2}\right)^{1 / 2}
$$

Then we can define the projective height function (also known as Arakelov height; see [2], p.66) $H: k^{N} \rightarrow \mathbb{R}_{\geq 0}$ as follows:

$$
H(\boldsymbol{\beta})=\left(\prod_{v \nmid \infty}|\boldsymbol{\beta}|_{v}^{d_{v}} \times \prod_{v \mid \infty}\|\boldsymbol{\beta}\|_{v}^{d_{v}}\right)^{1 / d}
$$

This height is absolute, meaning that it is the same when computed over any number field $k$ containing coordinates of $\boldsymbol{\beta}$ : this is due to the normalizing exponent $1 / d$ in the definition.

We often use positive integers $L$ and $M$ that satisfy

$$
L+M=N
$$

We assume that $A$ is an $M \times N$ matrix with entries in $k$ and $\operatorname{rank} A=M$. Then the null-space associated to $A$ is the subspace

$$
\begin{equation*}
\mathcal{Z}=\left\{\boldsymbol{\beta} \in k^{N}: A \boldsymbol{\beta}=\mathbf{0}\right\} . \tag{2.1}
\end{equation*}
$$

Obviously $\mathcal{Z} \subseteq k^{N}$ is a subspace of dimension $L$. If the vectors in the collection

$$
\begin{equation*}
\left\{\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}, \ldots, \boldsymbol{\xi}_{L}\right\} \tag{2.2}
\end{equation*}
$$

form a $k$-basis for $\mathcal{Z}$, we write

$$
X=\left(\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{2} \cdots \boldsymbol{\xi}_{L}\right)
$$

for the corresponding $N \times L$ matrix such that the basis vectors (2.2) are the columns of $X$. Then the Arakelov height of the subspace $\mathcal{Z}$ is also the Schmidt height (as defined in [3] or in [15]) of the matrix $X$. These heights are given by

$$
\begin{equation*}
H(\mathcal{Z})=H(X)=H\left(\boldsymbol{\xi}_{1} \wedge \boldsymbol{\xi}_{2} \wedge \cdots \wedge \boldsymbol{\xi}_{L}\right) \tag{2.3}
\end{equation*}
$$

where $\wedge$ stands for the usual wedge product on vectors and the height on the right of (2.3) is defined on the associated Grassmannian as discussed in [2, section 2.8] or in [20, section 2]: it is simply the height $H$ as above of the vector of Grassmann coordinates of $\mathcal{Z}$ identified with the vector space $k^{\binom{N}{L}}$. It follows using the product formula for the normalized absolute values $\left|\left.\right|_{v}\right.$, where $v$ is a place of $k$, that the value of these heights does not depend on the choice of basis. In particular, the Arakelov height on vectors in $k^{N}$ is well defined on the underlying projective space and a similar remark applies to the height on subspaces. From a duality principle formulated in [8] (see also [2], Corollary 2.8.12 on p. 69 for a more modern account), we get the fundamental identity

$$
\begin{equation*}
H(\mathcal{Z})=H(X)=H(A) \tag{2.4}
\end{equation*}
$$

where $H(A)$ is also the height of the $M$-dimensional subspace of $k^{N}$ spanned by the columns of $A^{\top}$. By a standard convention, we set $H\left(k^{N}\right)=H(\{0\})=1$.

If $1 \leq J<L$ then a generalization of Hadamard's determinant inequality (see [16], Lemma 5F on p. 15 and Exercise 8a on p.29) asserts that

$$
\begin{align*}
H\left(\boldsymbol{\xi}_{1}\right. & \wedge \boldsymbol{\xi}_{2} \\
& \left.\wedge \cdots \wedge \boldsymbol{\xi}_{L}\right)  \tag{2.5}\\
& \leq H\left(\boldsymbol{\xi}_{1} \wedge \boldsymbol{\xi}_{2} \wedge \cdots \wedge \boldsymbol{\xi}_{J}\right) H\left(\boldsymbol{\xi}_{J+1} \wedge \boldsymbol{\xi}_{J+2} \wedge \cdots \wedge \boldsymbol{\xi}_{L}\right)
\end{align*}
$$

Alternatively, let $Y$ and $Z$ be the $N \times J$ and $N \times(L-J)$ matrices

$$
Y=\left(\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{2} \cdots \boldsymbol{\xi}_{J}\right), \quad \text { and } \quad Z=\left(\boldsymbol{\xi}_{J+1} \boldsymbol{\xi}_{J+2} \cdots \boldsymbol{\xi}_{L}\right) .
$$

Then (2.5) is also the inequality

$$
\begin{equation*}
H(X)=H(Y Z) \leq H(Y) H(Z) \tag{2.6}
\end{equation*}
$$

for a partitioned matrix. By repeated application of this inequality we get

$$
\begin{equation*}
H(\mathcal{Z})=H(X) \leq \prod_{\ell=1}^{L} H\left(\boldsymbol{\xi}_{\ell}\right) \tag{2.7}
\end{equation*}
$$

In the special case $L=N$ we have

$$
\operatorname{det}\left(\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{2} \cdots \boldsymbol{\xi}_{N}\right)=\boldsymbol{\xi}_{1} \wedge \boldsymbol{\xi}_{2} \wedge \cdots \wedge \boldsymbol{\xi}_{N}
$$

and for each $v \mid \infty$,

$$
\begin{equation*}
\left|\operatorname{det}\left(\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{2} \cdots \boldsymbol{\xi}_{N}\right)\right|_{v} \leq \prod_{n=1}^{N}\left\|\boldsymbol{\xi}_{n}\right\|_{v} \tag{2.8}
\end{equation*}
$$

which is Hadamard's upper bound for a determinant. As the origin of (2.5) and (2.6) is somewhat obscure, we will follow the terminology used in [4] and refer to all of these as Hadamard's inequality.

There is another type of inequality that is satisfied by the Arakelov height on subspaces. Let $\mathcal{Z} \subseteq k^{N}$ and $\mathcal{Y} \subseteq k^{N}$ be $k$-linear subspaces, and let $\langle\mathcal{Z}, \mathcal{Y}\rangle$ by the subspace spanned over $k$ by $\mathcal{Z} \cup \overline{\mathcal{Y}}$. Of course $\mathcal{Z} \cap \mathcal{Y}$ is also a subspace of $k^{N}$. Then these four subspaces satisfy the inequality

$$
\begin{equation*}
H(\langle\mathcal{Z}, \mathcal{Y}\rangle) H(\mathcal{Z} \cap \mathcal{Y}) \leq H(\mathcal{Z}) H(\mathcal{Y}) \tag{2.9}
\end{equation*}
$$

This was proved in [18, Theorem 1], and it was proved independently and at about the same time by W. M. Schmidt.

A natural question suggested by the inequality (2.7) is this: if $\mathcal{Z} \subseteq k^{N}$ is a subspace of dimension $L$, does there exist a basis for $\mathcal{Z}$ such that there is nearly equality in the inequality (2.7)? As explained in [3], an answer to this question is given by a result that is dual to Siegel's lemma. This was proved as [3, Theorem 8] using the Weil height on vectors. An analogous result for the Arakelov height was proved as [20, Theorem 2]. This later result asserts that there exists a basis $\boldsymbol{\eta}_{1}, \boldsymbol{\eta}_{2}, \ldots, \boldsymbol{\eta}_{L}$ for $\mathcal{Z}$ such that

$$
\begin{equation*}
\prod_{\ell=1}^{L} H\left(\boldsymbol{\eta}_{\ell}\right) \leq \gamma_{k}(L)^{L / 2} H(\mathcal{Z}) \tag{2.10}
\end{equation*}
$$

where $\gamma_{k}(L)^{1 / 2}$ is a positive constant that depends on the field $k$ and the parameter $L$. The field constant $\gamma_{k}(L)^{1 / 2}$ is a generalization of Hermite's constant. It was first defined and used by J. Thunder in [19].

For each positive integer $L$ and each archimedean place $v$ of $k$ we define positive real numbers

$$
r_{v}(L)= \begin{cases}\pi^{-1 / 2}\{\Gamma(L / 2+1)\}^{1 / L} & \text { if } v \text { is a real place } \\ (2 \pi)^{-1 / 2}\{\Gamma(L+1)\}^{1 / 2 L} & \text { if } v \text { is a complex place }\end{cases}
$$

and then we define

$$
c_{k}(L)=2\left|\Delta_{k}\right|^{1 / 2 d} \prod_{v \mid \infty}\left\{r_{v}(L)\right\}^{d_{v} / d}
$$

where $\Delta_{k}$ is the discriminant of $k$. The constant $c_{k}(L)$ is the normalized Haar measure of a naturally occurring subset of the $L$-fold product of the adele ring $k_{\mathbb{A}}^{L}$,
and appears in applications of the geometry of numbers over $k_{\mathbb{A}}^{L}$. In particular, it leads to the simple upper bound for $\gamma_{k}(L)^{1 / 2}$ given by

$$
\begin{equation*}
\gamma_{k}(L)^{1 / 2} \leq c_{k}(L) \tag{2.11}
\end{equation*}
$$

A more complicated lower bound was proved in [19, Theorem 2]. And it was shown in [20, Theorem 3] that the constant $\gamma_{k}(L)^{L / 2}$ which appears in (2.10) is best possible for the inequality (2.10). From the lower bound proved in [19, Theorem 2] it follows that for fixed $d=[k: \mathbb{Q}]$ and fixed $L$, the value of $\gamma_{k}(L)^{1 / 2}$ grows like a small positive power of the absolute discriminant $\left|\Delta_{k}\right|$. In particular, for fixed $d=[k: \mathbb{Q}]$ and fixed $L$, there are only finitely many fields $k$ such that $\gamma_{k}(L)^{1 / 2}$ is less than or equal to a positive real number.

If we arrange the basis vectors $\boldsymbol{\eta}_{1}, \boldsymbol{\eta}_{2}, \ldots, \boldsymbol{\eta}_{L}$ in (2.10) so that

$$
H\left(\boldsymbol{\eta}_{1}\right) \leq H\left(\boldsymbol{\eta}_{2}\right) \leq \cdots \leq H\left(\boldsymbol{\eta}_{L}\right)
$$

we find that

$$
H\left(\boldsymbol{\eta}_{1}\right) \leq \gamma_{k}(L)^{1 / 2} H(\mathcal{Z})^{1 / L}
$$

As the Arakelov height of a nonzero vector is always greater than or equal to 1 , a trivial consequence of (2.10) is the inequality

$$
\begin{equation*}
H\left(\boldsymbol{\eta}_{L}\right) \leq \gamma_{k}(L)^{L / 2} H(\mathcal{Z}) \tag{2.12}
\end{equation*}
$$

However, if one works over the algebraic closure $\overline{\mathbb{Q}}$, then it follows from the results of Roy and Thunder [13], [14], that the dependence on the number field $k$ can be removed. Suppose, for example, that $\mathcal{Z} \subseteq \overline{\mathbb{Q}}^{N}$ is a $\overline{\mathbb{Q}}$-linear subspace of dimension $L$. As a basis for $\mathcal{Z}$ requires only finitely many algebraic numbers as coordinates, there exists a number field $k$ and a collection of basis vectors for $\mathcal{Z}$ such that the basis vectors belong to $k^{N}$. It follows that the Arakelov height of $\mathcal{Z}$ can be computed as before by using such a number field $k$. Because of the way we normalize the absolute values $\left|\left.\right|_{v}\right.$, where $v$ is a place of $k$, it follows in a standard manner that the Arakelov height of $\mathcal{Z}$ does not depend on the choice of the field $k$. For such a subspace $\mathcal{Z} \subseteq \overline{\mathbb{Q}}^{N}$ and $\varepsilon>0$, it follows from [14, Theorem 1] that there exists a basis

$$
\begin{equation*}
\left\{\boldsymbol{\zeta}_{1}, \boldsymbol{\zeta}_{2}, \ldots, \boldsymbol{\zeta}_{L}\right\} \subseteq \mathcal{Z} \tag{2.13}
\end{equation*}
$$

satisfying the inequality (1.3). Again the basis vectors (2.13) can be arranged so that

$$
H\left(\boldsymbol{\zeta}_{1}\right) \leq H\left(\boldsymbol{\zeta}_{2}\right) \leq \cdots \leq H\left(\boldsymbol{\zeta}_{L}\right)
$$

Then it follows as before that

$$
H\left(\boldsymbol{\zeta}_{1}\right) \leq\left(e^{\frac{(L(L-1)}{4}}+\varepsilon\right)^{1 / L} H(\mathcal{Z})^{1 / L}
$$

and

$$
H\left(\boldsymbol{\zeta}_{L}\right) \leq\left(e^{\frac{(L(L-1)}{4}}+\varepsilon\right) H(\mathcal{Z})
$$

Now, that we have reviewed the properties of heights and the previously known results on small-height bases for subspaces of $k^{N}$, we turn to the proof of our main theorem which complements the previously known bounds.

## 3. Proof of Theorem 1.1

Throughout this section, we let $\mathbf{1}_{L}$ denote an $L \times L$ identity matrix for $L>0$ and $\mathbf{0}_{N \times L}$ denote an $N \times L$ matrix of all zeros for positive integers $N, L$. Additionally, let $[N]=\{1, \ldots, N\}$ and define

$$
\mathcal{J}(N, L)=\{I \subseteq[N]:|I|=L\}
$$

For an $N \times L$ matrix $A$ with coefficients in the number field $k$ and for each $I \in$ $\mathcal{J}(N, L)$ define $A_{I}$ to be the $L \times L$ minor (i.e., $L \times L$ submatrix) of $A$ whose rows are the rows of $A$ indexed by $I$.
Lemma 3.1. Let

$$
A=\left(\begin{array}{cc}
\mathbf{1}_{L-1} & \mathbf{0}_{(L-1) \times 1}  \tag{3.1}\\
\mathbf{0}_{1 \times(L-1)} & 1 \\
U & V
\end{array}\right)
$$

be an $N \times L$ matrix with coefficients in $k$ where $U$ is an $(N-L) \times(L-1)$ matrix and $V$ is an $(N-L) \times 1$ matrix over $k$. Let

$$
A^{\prime}=\left(\begin{array}{c}
\mathbf{1}_{L-1}  \tag{3.2}\\
\mathbf{0}_{1 \times(L-1)} \\
U
\end{array}\right)
$$

Then

$$
\begin{equation*}
H(A) \geq H\left(A^{\prime}\right) \tag{3.3}
\end{equation*}
$$

with equality if and only if $V=\boldsymbol{O}_{(N-L) \times 1}$.
Proof. We will first partition the Grassmann coordinates of $A^{\prime}$ into two sets. Define

$$
R^{\prime}=\left\{I^{\prime} \in \mathcal{J}(N, L-1): L \notin I^{\prime}\right\}
$$

and

$$
T^{\prime}=\mathcal{J}(N, L-1) \backslash R^{\prime}
$$

Define

$$
g\left(A_{R^{\prime}}^{\prime}\right)=\left(\operatorname{det} A_{I^{\prime}}^{\prime}\right)_{I^{\prime} \in R^{\prime}}
$$

to be the vector of Grassmann coordinates of $A^{\prime}$ indexed by $R^{\prime}$. Likewise, define

$$
g\left(A_{T^{\prime}}^{\prime}\right)=\left(\operatorname{det} A_{I^{\prime}}^{\prime}\right)_{I^{\prime} \in T^{\prime}}
$$

to be the vector of Grassmann coordinates of $A^{\prime}$ indexed by $T^{\prime}$. Notice that the $L$-th row of $A^{\prime}$ is identically zero, so $\operatorname{det}\left(A_{I^{\prime}}^{\prime}\right)=0$ when $L \in I^{\prime}$. Therefore, for any $I^{\prime} \in T^{\prime}$, $\operatorname{det} A_{I^{\prime}}^{\prime}=0$ and $g\left(A_{T^{\prime}}^{\prime}\right)=\mathbf{0}$. Let $\left(g\left(A_{R^{\prime}}^{\prime}\right), g\left(A_{T^{\prime}}^{\prime}\right)\right)$ denote the vector formed by concatenating the vectors $g\left(A_{R^{\prime}}^{\prime}\right)$ and $g\left(A_{T^{\prime}}^{\prime}\right)$, so that $\left(g\left(A_{R^{\prime}}^{\prime}\right), g\left(A_{T^{\prime}}^{\prime}\right)\right)$ is the vector of Grassmann coordinates of $A^{\prime}$ (up to a permutations of the Grassmann coordinates, which does not change the height). Since $g\left(A_{T^{\prime}}^{\prime}\right)$ is identically zero and appending additional zeros to a vector does not affect the height, we have

$$
H\left(A^{\prime}\right)=H\left(g\left(A_{R^{\prime}}^{\prime}\right), g\left(A_{T^{\prime}}^{\prime}\right)\right)=H\left(g\left(A_{R^{\prime}}^{\prime}\right)\right)
$$

We will similarly partition the Grassmann coordinates of $A$. Define

$$
\begin{gathered}
R=\{I \in \mathcal{J}(N, L): L \in I\} \\
S=\{\{1,2, \ldots, L-1, j\}: L+1 \leq j \leq N\}
\end{gathered}
$$

and

$$
T=J(N, L) \backslash(R \cup S)
$$

Notice that for each $I^{\prime} \in R^{\prime}$ there exists $I \in R$ such that $I=I^{\prime} \cup\{L\}$. Therefore, there is a one-to-one correspondence between elements of $R^{\prime}$ and elements $R$. In fact, there is also a one-to-one correspondence between the Grassmann coordinates of $A^{\prime}$ indexed by $R^{\prime}$ and the Grassmann coordinates of $A$ indexed by $R$. Let $I_{1}^{\prime}=$ $I^{\prime} \cap\{1, \ldots, L\}$ be the set of indices of $I^{\prime}$ less than $L$ and let $I_{2}^{\prime}=I^{\prime} \cap\{L+1, \ldots, N\}$ be the set indices of $I^{\prime}$ greater then $L$, so that

$$
A_{I^{\prime}}^{\prime}=\binom{A_{I_{1}^{\prime}}^{\prime}}{A_{I_{2}^{\prime}}^{\prime}}
$$

Then $A_{I}$ is of the form

$$
A_{I}=\left(\begin{array}{cc}
A_{I_{1}^{\prime}}^{\prime} & \mathbf{0}_{\left|I_{1}^{\prime}\right| \times 1} \\
\mathbf{0}_{1 \times(L-1)} & 1 \\
A_{I_{2}^{\prime}}^{\prime} & V
\end{array}\right)
$$

and so

$$
\begin{equation*}
\operatorname{det} A_{I^{\prime}}^{\prime}= \pm \operatorname{det} A_{I} \tag{3.4}
\end{equation*}
$$

Since multiplying the coordinates of a vector by $\pm 1$ does not affect the height, (3.4) implies that

$$
H\left(g\left(A_{R^{\prime}}^{\prime}\right)\right)=H\left(g\left(A_{R}\right)\right)
$$

where analogously $g\left(A_{R}\right)=\left(\operatorname{det} A_{I}\right)_{I \in R}$.
There is also a correspondence between the Grassmann coordinates of $A$ indexed by $S$ and the entries of $V$. For each $L+1 \leq i \leq N$ and each $I=\{1, \ldots, L-1, i\} \in S$, $A_{I}$ is of the form

$$
A_{I}=\left(\begin{array}{cc}
\mathbf{1}_{L-1} & \mathbf{0}_{(L-1) \times 1} \\
\boldsymbol{u}_{i-L} & V_{i-L}
\end{array}\right)
$$

where $\boldsymbol{u}_{i-L}$ is the $(i-L)$-th row of $U$ and $V_{i-L}$ is the $(i-L)$-th coordinate of $V$. Thus $\operatorname{det} A_{I}=V_{i-L}$ and

$$
H\left(g\left(A_{S}\right)\right)=H(V)
$$

Let $\left(g\left(A_{R}\right), g\left(A_{S}\right), g\left(A_{T}\right)\right)$ be the vector formed by concatenating $g\left(A_{R}\right), g\left(A_{S}\right)$ and $g\left(A_{T}\right)$ so that $H(A)=H\left(g\left(A_{R}\right), g\left(A_{S}\right), g\left(A_{T}\right)\right)$. Then at each non-archimedian place $v \in M(k)$,

$$
\begin{align*}
\left|\left(g\left(A_{R}\right), g\left(A_{S}\right), g\left(A_{T}\right)\right)\right|_{v} & =\max \left\{\left|g\left(A_{R}\right)\right|_{v},\left|g\left(A_{S}\right)\right|_{v},\left|g\left(A_{T}\right)\right|_{v}\right\} \\
& \geq\left|g\left(A_{S}\right)\right|_{v}=\left|g\left(A_{S^{\prime}}^{\prime}\right)\right|_{v} \tag{3.5}
\end{align*}
$$

and at each archimedian place $v \in M(k)$,

$$
\begin{align*}
\left\|\left(g\left(A_{R}\right), g\left(A_{S}\right), g\left(A_{T}\right)\right)\right\|_{v}^{2} & =\left\|g\left(A_{R}\right)\right\|_{v}^{2}+\left\|g\left(A_{S}\right)\right\|_{v}^{2}+\left\|g\left(A_{T}\right)\right\|_{v}^{2} \\
& \geq\left\|g\left(A_{S}\right)\right\|_{v}^{2}=\left\|g\left(A_{S^{\prime}}^{\prime}\right)\right\|_{v}^{2} \tag{3.6}
\end{align*}
$$

with equality in (3.6) if and only if $\left\|g\left(A_{S}\right)\right\|_{v}^{2}=\left\|g\left(A_{T}\right)\right\|_{v}^{2}=0$. Combining (3.5) and (3.6) yields (3.3) where equality implies $V$ is identically zero. As it is easy to verify that $H(A)=H\left(A^{\prime}\right)$ when $V=\mathbf{0}_{N-L}$, this completes the proof.
Corollary 3.2. Let $A$ be a full rank $N \times L$ matrix with $N>L$ and coefficients in $k$. Let $\boldsymbol{\omega}_{1}, \ldots, \boldsymbol{\omega}_{L}$ be the columns of $A$ so that

$$
A=\left(\begin{array}{lll}
\boldsymbol{\omega}_{1} & \ldots & \boldsymbol{\omega}_{L}
\end{array}\right),
$$

and for some $1 \leq i \leq L$ let

$$
A^{\prime}=\left(\begin{array}{llllll}
\boldsymbol{\omega}_{1} & \ldots & \boldsymbol{\omega}_{i-1} & \boldsymbol{\omega}_{i+1} & \ldots & \boldsymbol{\omega}_{L}
\end{array}\right)
$$

be the $N \times(L-1)$ matrix obtained by removing the $i$-th column of $A$. Let $I \in \mathcal{J}(N, L)$ and suppose that $A_{I}$ is a permutation matrix. Then for any $1 \leq i \leq L$

$$
H(A) \geq H\left(A^{\prime}\right)
$$

with equality if and only if $\boldsymbol{\omega}_{i}$ is a standard basis vector.
Proof. Let $Q$ be an $L \times L$ permutation matrix such that

$$
A Q=\left(\begin{array}{lllllll}
\boldsymbol{\omega}_{1} & \ldots & \boldsymbol{\omega}_{i-1} & \boldsymbol{\omega}_{i+1} & \ldots & \boldsymbol{\omega}_{L} & \boldsymbol{\omega}_{i}
\end{array}\right)=\left(\begin{array}{ll}
A^{\prime} & \boldsymbol{\omega}_{i}
\end{array}\right)
$$

Multiplying by an $N \times N$ permutation matrix $P_{1}$ on the left we can permute the rows of $A$ so that rows of $A$ indexed by $I$ are swapped with the rows of $A$ indexed by $\{1, \ldots, L\}$. Then $P_{1} A Q$ is a matrix such that the first $L$ rows form a permutation matrix. Multiplying again by an $N \times N$ permutation matrix $P_{2}$ on the left we can further permute the rows so that $P_{2} P_{1} A Q$ is a matrix so that the first $L$ rows form an $L \times L$ identity matrix and thus $P_{2} P_{1} A Q$ is of the same form as the matrix in (3.1) and

$$
P_{2} P_{1} A Q=\left(P_{2} P_{1} A^{\prime} \quad P_{2} P_{1} \boldsymbol{\omega}_{i}\right),
$$

where $P_{2} P_{1} A^{\prime}$ is a matrix of the same form as (3.2). Thus we can apply Lemma 3.1 to show that

$$
\begin{equation*}
H\left(P_{2} P_{1} A Q\right) \geq H\left(P_{2} P_{1} A^{\prime}\right) \tag{3.7}
\end{equation*}
$$

with equality if and only if $\boldsymbol{\omega}_{i}$ is a standard basis vector. Recall that multiplying by a permutation matrix does not change the height of a matrix. Thus, (3.7) implies

$$
H\left(P_{2} P_{1} A Q\right)=H(A) \geq H\left(A^{\prime}\right)=H\left(P_{2} P_{1} A^{\prime}\right)
$$

which completes the proof.
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. Let $A$ be an $N \times L$ basis matrix for $\mathcal{Z}$ and let $J \in \mathcal{J}(N, L)$ so that $A_{J}$ is a full rank minor of $A$. Let $X=A A_{J}^{-1}$ be another basis matrix for $\mathcal{Z}$ and let $\boldsymbol{\omega}_{1}, \ldots, \boldsymbol{\omega}_{L}$ be the columns of $X$. By construction, $X_{J}$, the $L \times L$ minor of $X$ indexed by $J$ is a permutation matrix and thus we can apply Corollary 3.2 to $X$. In fact, for any $I \subseteq\{1, \ldots, L\}$ define $X^{I}$ to the matrix whose columns are the columns of $X$ indexed by $I$, then $X^{I}$ will be a matrix such that one of the $|I| \times|I|$ minors of $X^{I}$ will be a permutation matrix. Therefore, for any $I_{1} \subsetneq I_{2} \subset\{1, \ldots, L\}$ we can construct a sequence of subsets

$$
I_{1}=\mathcal{G}_{1} \subsetneq \mathcal{G}_{2} \subsetneq \ldots \subsetneq \mathcal{G}_{\left|I_{2} \backslash I_{1}\right|}=I_{2}
$$

where $\left|\mathcal{G}_{i+1} \backslash \mathcal{G}_{i}\right|=1$ for each $1 \leq i<\left|I_{2} \backslash I_{1}\right|$. Then for each $X^{\mathcal{G}_{i}}$ we can apply Corollary 3.2 to conclude that

$$
H\left(X^{I_{1}}\right)=H\left(X^{\mathcal{G}_{1}}\right) \leq \ldots \leq H\left(X^{\mathcal{G}_{\left|I_{2} \backslash I_{1}\right|}}\right)=H\left(X^{I_{2}}\right),
$$

with equality at each step if $\boldsymbol{\omega}_{\mathcal{G}_{i+1} \backslash \mathcal{G}_{i}}$ is a standard basis vector. Since $H\left(\mathcal{Y}_{I_{1}}\right)=$ $H\left(X^{I_{1}}\right)$ and $H\left(\mathcal{Y}_{I_{2}}\right)=H\left(X^{I_{2}}\right)$ this implies (1.6) which in turn implies (1.5).

Finally, from the above argument, we see that the permutation matrix $X_{J}=$ $A_{J} A_{J}^{-1}$, a submatrix of the basis matrix $X=A A_{J}^{-1}$ indexed by $J$, is in fact the $L \times L$ identity matrix. This means that each column of $X$ has at least $L-1$ zero coordinates. Since the vectors $\boldsymbol{\omega}_{1}, \ldots, \boldsymbol{\omega}_{L}$ are the columns of $X$, the basis we constructed consists of ( $N-L+1$ )-sparse vectors. This completes the proof of the theorem.

Example 1. We demonstrate Theorem 1.1 on a simple example. Let $k=\mathbb{Q}$, $N=4, L=3$, and take

$$
A=\left(\begin{array}{lll}
1 & 2 & 3 \\
4 & 3 & 1 \\
5 & 2 & 1 \\
2 & 1 & 3
\end{array}\right)
$$

The corresponding vector of Grassmann coordinates is $-18 \cdot(1,1,1,1)$, and hence the height of the subspace $\mathcal{Z}=A \mathbb{Q}^{3} \subset \mathbb{Q}^{4}$ is $H(\mathcal{Z})=2$. Take the indexing set $J=\{1,2,3\} \subset \mathcal{J}(4,3)$ and consider the corresponding nonsingular minor

$$
A_{J}=\left(\begin{array}{lll}
1 & 2 & 3 \\
4 & 3 & 1 \\
5 & 2 & 1
\end{array}\right)
$$

then we obtain the new basis matrix

$$
X=A A_{J}^{-1}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & -1 & 1
\end{array}\right)
$$

The column vectors $\boldsymbol{\omega}_{1}, \boldsymbol{\omega}_{2}, \boldsymbol{\omega}_{3}$ of $X$ are 2 -sparse and of height $\sqrt{2}$ each. Further, the 2-dimensional subspace spanned by any two of these column vectors has height $\sqrt{3}$. For instance, take

$$
\mathcal{Y}_{1}=\operatorname{span}_{\mathbb{Q}}\left\{\boldsymbol{\omega}_{1}\right\}, \mathcal{Y}_{1,2}=\operatorname{span}_{\mathbb{Q}}\left\{\boldsymbol{\omega}_{1}, \boldsymbol{\omega}_{2}\right\}
$$

and observe that

$$
H\left(\mathcal{Y}_{\{1\}}\right)=\sqrt{2}<H\left(\mathcal{Y}_{\{1,2\}}\right)=\sqrt{3}<H(\mathcal{Z})=2
$$

We can additionally prove a relative version of Theorem 1.1, analogous to Theorem 12 of [3]. Let $K$ be a finite extension of the number field $k$ with $[K: k]=r \geq 2$. Let $F$ be a number field such that $k \subseteq K \subseteq F, F$ is a Galois extension of $k$ with Galois group $G(F / k)$ and $F$ is a Galois extension of $K$ with Galois group $G(F / K)$. Then $G(F / K)$ is a subgroup of $G(F / k)$ of index $r$. Let $\sigma_{1}, \ldots, \sigma_{r} \in G(F / k)$ be a set of distinct representatives of the cosets of $G(F / K)$ in $G(F / k)$. If $A$ is an $M \times N$ matrix with coefficients $a_{m n}$ in $K$ for $1 \leq m \leq M, 1 \leq n \leq N$, define $\sigma_{i}(A)=\left(\sigma_{i}\left(a_{m n}\right)\right)$. Then define

$$
\mathcal{A}=\left(\begin{array}{c}
\sigma_{1}(A)  \tag{3.8}\\
\vdots \\
\sigma_{r}(A)
\end{array}\right)
$$

Theorem 3.1. Let $F, K, k$ be number fields as above. Let $A$ be an $M \times N$ matrix with $r M<N$ and coefficients in $K$ and define $\mathcal{A}$ as above. Suppose that $\operatorname{rank} \mathcal{A}=$ $r M$ and let $L=N-r M$. Let $A_{m}$ denote the $m$-th row of $A$. Then $\mathcal{Z}:=\operatorname{ker}(A) \cap k^{N}$ is an $L$-dimensional $k$-vector space so that

$$
\begin{equation*}
H(\mathcal{Z})=H(\mathcal{A}) \leq \prod_{m=1}^{M} H\left(A_{m}\right)^{r} \tag{3.9}
\end{equation*}
$$

Moreover, there exists a basis

$$
\left\{\boldsymbol{\omega}_{1}, \boldsymbol{\omega}_{2}, \ldots, \boldsymbol{\omega}_{L}\right\}
$$

for $\mathcal{Z}$ with the following property: if $I \subseteq\{1, \ldots, L\}$ is a nonempty subset, and

$$
\mathcal{Y}_{I}=\operatorname{span}_{k}\left\{\boldsymbol{\omega}_{i}: i \in I\right\}
$$

is the $k$-linear subspace spanned by the basis vectors indexed by $I$, then

$$
H\left(\mathcal{Y}_{I}\right) \leq \prod_{m=1}^{M} H\left(A_{m}\right)^{r}
$$

In particular, $\max _{1 \leq i \leq L} H\left(\boldsymbol{\omega}_{i}\right) \leq \prod_{m=1}^{M} H\left(A_{m}\right)^{r}$. Moreover, if $I_{1} \subsetneq I_{2} \subseteq\{1, \ldots, L\}$, then

$$
H\left(\mathcal{Y}_{I_{1}}\right) \leq H\left(\mathcal{Y}_{I_{2}}\right)
$$

Proof. Let $\left\{\boldsymbol{\zeta}_{1}, \ldots, \boldsymbol{\zeta}_{r}\right\}$ be a $k$-basis for $K$. Let $A=\left(a_{m n}\right)$ for $1 \leq m \leq M, 1 \leq$ $n \leq N$. We can express each coefficient $a_{m n}$ in terms of this basis as

$$
a_{m n}=\sum_{j=1}^{r} a_{m n}^{(j)} \boldsymbol{\zeta}_{j}
$$

where $a_{m n}^{(j)} \in k$ for all $m, n, j$. For each $1 \leq j \leq r$, let $A^{(j)}=\left(a_{m n}^{(j)}\right), 1 \leq m \leq$ $M, 1 \leq n \leq N$ be an $M \times N$ matrix, and let

$$
A^{\prime}=\left(\begin{array}{c}
A^{(1)} \\
\vdots \\
A^{(r)}
\end{array}\right)
$$

Then $\boldsymbol{x} \in k^{N}$ solves $A \boldsymbol{x}=\mathbf{0}$ if and only if it solves $A^{\prime} \boldsymbol{x}=\mathbf{0}$, hence

$$
V=\operatorname{ker}_{k}(A)=\operatorname{ker}_{k}\left(A^{\prime}\right)
$$

Further, $A^{\prime}$ is a full-rank matrix with coefficients in $k$ so

$$
H(\mathcal{Z})=H\left(A^{\prime}\right)
$$

Now let

$$
\Omega=\left(\sigma_{i}\left(\boldsymbol{\omega}_{j}\right) \mathbf{1}_{M}\right)_{\substack{i=1, \ldots, r \\ j=1, \ldots, r}}
$$

be an $r M \times r M$ matrix organized into $M \times M$ blocks so that the $(i, j)$ block is $\sigma_{i}\left(\boldsymbol{\omega}_{j}\right) \mathbf{1}_{M}$. Then

$$
\Omega A^{\prime}=\mathcal{A}
$$

Notice that $\Omega$ is a full-rank matrix, and so

$$
\begin{equation*}
H(\mathcal{A})=H\left(\Omega A^{\prime}\right)=\left(\prod_{v \in M(K)}|\operatorname{det}(\Omega)|_{v}^{\left[K_{v}: \mathbb{Q}_{v}\right]}\right)^{\frac{1}{[K: \mathbb{Q}]}} H\left(A^{\prime}\right)=H\left(A^{\prime}\right)=H(\mathcal{Z}) \tag{3.10}
\end{equation*}
$$

by the product formula. Writing $\mathcal{A}_{i}$ for the $i$-th row of $\mathcal{A}$, we see that (2.7) gives

$$
\begin{equation*}
H(\mathcal{A}) \leq \prod_{i=1}^{r M} H\left(\mathcal{A}_{i}\right)=\prod_{i=1}^{M} \prod_{j=1}^{r} H\left(\sigma_{j}\left(A_{i}\right)\right) \tag{3.11}
\end{equation*}
$$

Since $H\left(\sigma_{j}\left(A_{i}\right)\right)=H\left(A_{i}\right)$ combining (3.10) with (3.11) gives (3.9). We can now complete the proof by applying Theorem 1.1 to $\mathcal{A}$.

## 4. Proof of Theorem 1.2

To prove Theorem 1.2, let us first recall some results on the existence of integer sensing matrices. An $L \times M$ integer matrix $A, L<M$, is called an integer sensing matrix for $L$-sparse signals if every $L \times L$ submatrix of $A$ is nonsingular. This notation comes from the study of sparse signal recovery in the compressive sensing signal processing paradigm: the defining condition for $A$ ensures that for a vector $\boldsymbol{x} \in \mathbb{Z}^{M}$ with no more than $L$ nonzero coordinates ( $L$-sparse), $A \boldsymbol{x}=\mathbf{0}$ if and only if $\boldsymbol{x}=\mathbf{0}$, which allows for a unique recovery of the original sparse signal from its image under $A$. The problem of existence of such matrices $A=\left(a_{i j}\right)_{1 \leq i \leq L, 1 \leq j \leq M}$ with bounded sup-norm

$$
|A|:=\max \left\{\left|a_{i j}\right|: 1 \leq i \leq L, 1 \leq j \leq M\right\}
$$

and $M$ as large as possible as a function of $L$ and $|A|$ has been considered recently in [7] with further improvements in [9] and [10]. In particular, Theorem 2.2 of [7] establishes the existence of an $L \times M$ integer sensing matrix $A$ for $L$-sparse signals with $|A|=T$ and

$$
\begin{equation*}
M \geq C L \sqrt{T} \tag{4.1}
\end{equation*}
$$

for an absolute constant $C$. Theorem 1.3 of [10] then establishes existence of such matrices with

$$
\begin{equation*}
M \geq \max \left\{T+1, \frac{T^{\frac{L}{L-1}}}{2}\right\} \tag{4.2}
\end{equation*}
$$

which is an improvement on (4.1) when $L=o(\sqrt{T})$. Combining (4.1) with (4.2), we obtain an $L \times M$ integer matrix $A$ with

$$
\begin{equation*}
|A|=T \leq \min \left\{\left(\frac{M}{C L}\right)^{2},(2 M)^{\frac{L-1}{L}}, M-1\right\} \tag{4.3}
\end{equation*}
$$

so that any subcollection of $L$ column vectors of $A$ is linearly independent.
Proof of Theorem 1.2. Now, let the notation be as in the statement of Theorem 1.2 and let $\boldsymbol{\omega}_{1}, \ldots, \boldsymbol{\omega}_{L}$ be a basis for $\mathcal{Z}$, a specific choice will be made later. Dividing by a nonzero coordinate, if necessary, we can assume that each $\boldsymbol{\omega}_{i}$ has a coordinate equal to 1: this operation does not change the height of these basis vectors due to the product formula. This implies that for each $1 \leq i \leq L$,

$$
\begin{equation*}
\prod_{v \in M(K)}\left|\left(1, \boldsymbol{\omega}_{i}\right)\right|^{\frac{d_{v}}{d}}=\prod_{v \in M(K)}\left|\boldsymbol{\omega}_{i}\right|^{\frac{d_{v}}{d}} \leq H\left(\boldsymbol{\omega}_{i}\right) \tag{4.4}
\end{equation*}
$$

Write $W=\left(\begin{array}{lll}\boldsymbol{\omega}_{1} & \ldots & \boldsymbol{\omega}_{L}\end{array}\right)$ for the corresponding basis matrix and let $B=W A$, where $A$ is an integer sensing matrix for $L$-sparse signals as described above. Let $S(M)=\left\{\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{M}\right\} \subset \mathcal{Z}$ be the set of column vectors of $B$. Then conclusion (1) of Theorem 1.2 are automatically satisfied, and we only need to prove (2). Notice that for each $1 \leq i \leq M$,

$$
\boldsymbol{y}_{i}=\sum_{j=1}^{L} a_{i j} \boldsymbol{\omega}_{j}
$$

where all $a_{i j} \in \mathbb{Z}$ with $\left|a_{i j}\right| \leq T$. Then Lemma 2.1 of [5] asserts that

$$
H\left(\boldsymbol{y}_{i}\right) \leq L^{3 / 2} \max _{1 \leq j \leq L}\left|a_{i j}\right| \prod_{v \in M(K)}\left|\left(1, \boldsymbol{\omega}_{i}\right)\right|_{v^{\frac{d_{v}}{d}}} .
$$

Combining this observation with (4.4) implies that for each $1 \leq i \leq M$,

$$
\begin{equation*}
H\left(\boldsymbol{y}_{i}\right) \leq L^{3 / 2} T \prod_{i=1}^{L} H\left(\boldsymbol{\omega}_{i}\right) \tag{4.5}
\end{equation*}
$$

Making a choice of the basis $\boldsymbol{\omega}_{1}, \ldots, \boldsymbol{\omega}_{L}$ as in Theorem 1.1, we obtain a bound $H\left(\boldsymbol{y}_{i}\right) \leq L^{3 / 2} T H(\mathcal{Z})^{L}$. On the other hand, making a choice of the basis as in (2.10), we obtain a bound $H\left(\boldsymbol{y}_{i}\right) \leq L^{3 / 2} \gamma_{k}(L)^{L / 2} T H(\mathcal{Z})$. The result of Theorem 1.2 now follows by combining these observations with (4.3), where we are choosing the bound $(2 M)^{\frac{L-1}{L}}$ for $T$ since its the smallest of the three for large $M$.

There are further results on $L \times M$ integer sensing matrix for $s$-sparse signals where $s<L$. Specifically, Theorem 1.1 of [6] asserts that for all sufficiently large $L$ there exist $L \times M$ integer sensing matrices $A$ for $s$-sparse signals with $1 \leq s \leq L-1$ such that $|A|=2$ and

$$
M \geq\left(\frac{L+2}{2}\right)^{1+\frac{2}{3 s-2}}
$$

Using the same reasoning as in our argument above with $T=2$, we immediately obtain the following observation.

Proposition 4.1. For sufficiently large integers $L<N$, any integer $1 \leq s \leq L-1$, and an L-dimensional subspace $\mathcal{Z} \subseteq k^{N}$, there exists a collection of vectors

$$
S=\left\{\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{M}\right\} \subset \mathcal{Z}
$$

with the following properties:
(1) For every $\boldsymbol{y}_{i} \in S$,

$$
H\left(\boldsymbol{y}_{i}\right) \leq 2 L^{3 / 2} \min \left\{H(\mathcal{Z})^{L}, \gamma_{k}(L)^{L / 2} H(\mathcal{Z})\right\}
$$

where $\gamma_{k}(L)^{1 / 2}$ is the generalized Hermite's constant discussed in Section 2,
(2) The cardinality of the set $S$ is

$$
M \geq\left(\frac{L+2}{2}\right)^{1+\frac{2}{3 s-2}}
$$

(3) Every subcollection of $s$ vectors from $S$ is linearly independent.

Finally, we can show that the monotonicity property of the basis constructed in Theorem 1.1 becomes strict if the subspace in question is generated by rows of a sensing matrix.

Corollary 4.2. Let $A$ be an $L \times M$ integer sensing matrix for $L$-sparse signals with $L<M$. Let $\mathcal{Z} \subset k^{M}$ be the L-dimensional subspace spanned over the field $k$ by the columns of $A^{\top}$ and let $\boldsymbol{\omega}_{1}, \ldots, \boldsymbol{\omega}_{L}$ be the basis for $\mathcal{Z}$ constructed in Theorem 1.1. Let $\mathcal{Y}_{I}$ be as in (1.4) for each $I \subseteq\{1, \ldots, L\}$. Then for every $I_{1} \subsetneq I_{2} \subset\{1, \ldots, L\}$

$$
H\left(\mathcal{Y}_{I_{1}}\right)<H\left(\mathcal{Y}_{I_{2}}\right)
$$

Proof. As demonstrated in the proofs of Lemmas 3.1 and 3.2, if $H\left(\mathcal{Y}_{I_{1}}\right)=H\left(\mathcal{Y}_{I_{2}}\right)$ then there must exist an $L \times L$ minor of $A^{\top}$ (and thus of $A$ ) of rank less than $L$. This contradicts the fact that $A$ is an integer sensing matrix for $L$-sparse signals.
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