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#### Abstract

Let $K$ be a number field of degree $d$. Then every ideal $I$ in the ring of integers $\mathcal{O}_{K}$ contains infinitely many primitive elements, i.e. elements of degree $d$. A bound on smallest height of such an element in $I$ follows from some recent developments in the direction of a 1998 conjecture of W. Ruppert. We prove a very explicit bound like this in the case of quadratic fields. Further, we consider primitive elements in an ideal outside of a finite union of other ideals and prove a bound on the height of a smallest such element. Our main tool is a result on points of small norm in a lattice outside of an algebraic hypersurface and a finite union of sublattices of finite index, which we prove by blending two previous Diophantine avoidance results. We also obtain an avoidance result like this for lattice points in the positive orthant in $\mathbb{R}^{d}$ and use it to obtain a small-height totally positive primitive element in an ideal of a totally real number field outside of a finite union of other ideals. Additionally, we use our avoidance method to prove a bound on the Mahler measure of a generating non-sparse polynomial for a given number field. Finally, we produce a bound on the height of a smallest primitive generator for a principal ideal in a quadratic number field.
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## 1. Introduction and statement of results

Diophantine avoidance has been studied by several authors in the recent years. This term refers to effective results on existence of points of bounded size (measured by norm or height, depending on the context) in a given algebraic set avoiding some specified subsets. In particular, there is a variety of Siegel's lemma-type results on

[^0]small-size points in linear spaces and lattices with different avoidance conditions (e.g., [6], 15], 7], [8], [9], 11], 12], [14]).

Let $\mathbb{E}^{d}$ be a $d$-dimensional Euclidean space, $\Omega \subset \mathbb{E}^{d}$ be a lattice of rank $d \geq 2$ and determinant $\Delta$, and $\Lambda_{1}, \ldots, \Lambda_{s} \subset \Omega$ be sublattices of finite indices $D_{1}, \ldots, D_{s} \geq 2$, $s \geq 1$, so $\operatorname{det} \Lambda_{i}=D_{i} \Delta$ for every $1 \leq i \leq s$. Assume that

$$
\Omega \nsubseteq \bigcup_{i=1}^{s} \Lambda_{i}
$$

and let $\Lambda=\bigcap_{i=1}^{s} \Lambda_{i}$. Then $\Lambda$ is a sublattice of $\Omega$ of index $\leq D:=D_{1} \cdots D_{s}$. For a vector $\boldsymbol{z} \in \mathbb{E}^{d}$, let

$$
|\boldsymbol{z}|=\max _{1 \leq i \leq d}\left|z_{i}\right|
$$

be its sup-norm, and define

$$
C_{d}(T)=\left\{\boldsymbol{z} \in \mathbb{E}^{d}:|\boldsymbol{z}| \leq T\right\}
$$

be the cube of side-length $2 T$ centered at the origin in $\mathbb{E}^{d}, T>0$. For any full-rank lattice $L \subset \mathbb{E}^{d}$, define the successive minima of $L$ with respect to $C_{d}(1)$ to be

$$
\begin{equation*}
\lambda_{i}(L)=\min \left\{T>0: \operatorname{dim}_{\mathbb{R}} \operatorname{span}_{\mathbb{R}}\left(C_{d}(T) \cap L\right) \geq i\right\} \tag{1}
\end{equation*}
$$

for each $1 \leq i \leq d$. A theorem of Henk and Thiel [14, Theorem 1.2] guarantees that there exists $\boldsymbol{x} \in \Omega \backslash \bigcup_{i=1}^{s} \Lambda_{i}$ such that

$$
\begin{equation*}
|\boldsymbol{x}|<\frac{2^{d} D \Delta}{\lambda_{1}(\Lambda)^{d-1} \mathrm{Vol}_{d}\left(C_{d}(1)\right)}\left(\sum_{i=1}^{s} \frac{1}{D_{i}}-\frac{s-1}{D}+\frac{\lambda_{1}(\Lambda)^{d}}{D \Delta}\right) \tag{2}
\end{equation*}
$$

where $\mathrm{Vol}_{d}$ stands for the $d$-dimensional measure on $\mathbb{E}^{d}$. This result was obtained using a careful analysis and volume computations on the torus group $\mathbb{R}^{d} / \Lambda$.

On the other hand, let $P\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}\left[x_{1}, \ldots, x_{d}\right]$ be a nonzero polynomial of degree $m$. Let $S_{1}, \ldots, S_{d}$ be finite subsets of $\mathbb{Z}$ with $\left|S_{i}\right| \geq m+1$ for each $1 \leq i \leq d$ and let $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{d}$ be linearly independent vectors in our lattice $\Omega$. Then Theorem 4.2 of 9 implies that there exist coefficients $\xi_{i} \in S_{i}$ for $1 \leq i \leq d$ so that

$$
\begin{equation*}
P\left(\sum_{i=1}^{d} \xi_{i} \boldsymbol{v}_{i}\right) \neq 0 \tag{3}
\end{equation*}
$$

This observation follows easily from Alon's Combinatorial Nullstellensatz [3]. The first goal of the present paper is to bridge the two above-mentioned avoidance results and prove the following theorem.

Theorem 1.1. Let the notation be as above. Then there exists

$$
z \in \Omega \backslash\left(\bigcup_{i=1}^{s} \Lambda_{i}\right)
$$

such that $P(\boldsymbol{z}) \neq 0$ and

$$
\begin{equation*}
|\boldsymbol{z}| \leq \frac{d(D(m+2)+2) D \Delta}{2 \lambda_{1}(\Lambda)^{d-1}} \max \left\{1, \frac{2^{d}}{\operatorname{Vol}_{d}\left(C_{d}(1)\right)}\left(\sum_{i=1}^{s} \frac{1}{D_{i}}-\frac{s-1}{D}+\frac{\lambda_{1}(\Lambda)^{d}}{D \Delta}\right)\right\} \tag{4}
\end{equation*}
$$

We prove Theorem 1.1 in Section 2 using (2), (3) and Minkowski's Successive Minima Theorem.

We apply our Theorem 1.1 in the context of algebraic number fields. Let $K$ be a number field of degree $d:=[K: \mathbb{Q}] \geq 1$. Let $\sigma_{1}, \ldots, \sigma_{d}: K \hookrightarrow \mathbb{C}$ be the embeddings of $K$, ordered so that the first $r_{1}$ of them are real and the remaining $2 r_{2}$ are conjugate pairs of complex embeddings so that $\sigma_{r_{2}+j}=\bar{\sigma}_{j}$ for

$$
d=r_{1}+2 r_{2}
$$

An element $\alpha \in K$ is called primitive if $K=\mathbb{Q}(\alpha)$. This is equivalent to the condition that $\operatorname{deg}_{\mathbb{Q}}(\alpha)=d$, and hence there are infinitely many primitive elements in $K$. A conjecture of Ruppert [18] asserts that there exists a primitive element $\alpha \in K$ such that

$$
h(\alpha) \leq c(d)\left|\Delta_{K}\right|^{\frac{1}{2 d}}
$$

where $h$ is the absolute Weil height, $\Delta_{K}$ is the discriminant of the number field $K$, and $c(d)$ is a constant depending only on the degree $d$; we review the height machinery in Section 3. Ruppert himself proved this conjecture for quadratic number fields and for totally real fields of prime degree. There has been quite a bit of later work on this conjecture; for instance, Vaaler and Widmer [21] proved the conjecture for number fields with at least one real embedding. More generally, a slightly weaker bound is obtained by Pazuki and Widmer in [17, Lemma 7.1]:

$$
h(\alpha) \leq\left|\Delta_{K}\right|^{\frac{1}{d}}
$$

In fact, a more detailed result follows from Lemma 7.1 of [17]. Let $\mathcal{O}_{K} \subset K$ be the ring of integers of $K$ and let $I \subseteq \mathcal{O}_{K}$ be an ideal in this ring. It is not difficult to see that $I$ contains infinitely many primitive elements, and a straight-forward modification of the proof of Lemma 7.1 of [17] (replacing $\mathcal{O}_{K}$ by $I$ ) produces a primitive element $\alpha \in I$ with

$$
\begin{equation*}
h(\alpha) \leq \mathbb{N}_{K}(I)^{\frac{2}{d}}\left|\Delta_{K}\right|^{\frac{1}{d}} \tag{5}
\end{equation*}
$$

where $\mathbb{N}_{K}(I)=\left|\mathcal{O}_{K} / I\right|$ is the norm of the ideal $I$. To this end, we obtain a more concrete result in the case of quadratic number fields.
Theorem 1.2. Let $D$ be a squarefree integer and let $K=\mathbb{Q}(\sqrt{D})$ be a quadratic number field. Let $I \subseteq \mathcal{O}_{K}$ be an ideal with the canonical basis $\{a, b+g \delta\}$, as described in 14, so $b<a$. Let

$$
h_{\min }(I)=\min \{h(\alpha): \alpha \in I, K=\mathbb{Q}(\alpha)\}
$$

If $D \not \equiv 1(\bmod 4)$, then

$$
\sqrt{a g}<h_{\min }(I) \leq g\left(\frac{2 b+\sqrt{\left|\Delta_{K}\right|}}{2}\right)
$$

and additionally $h_{\min }(I)>g \sqrt{\left|\Delta_{K}\right|} / 2$ if $D<0$.
If $D \equiv 1(\bmod 4)$, then

$$
\sqrt{a g}<h_{\min }(I) \leq g\left(\frac{(2 b+1)+\sqrt{\left|\Delta_{K}\right|}}{2}\right)
$$

and additionally $h_{\min }(I)>g \sqrt{\left|\Delta_{K}\right|} / 2$ if $D<0$.

To compare the bounds of Theorem 1.2 to that of (5), notice that

$$
b g<a g= \begin{cases}\mathbb{N}_{K}(I) & \text { if } D \not \equiv 1(\bmod 4) \\ 2 \mathbb{N}_{K}(I) & \text { if } D \equiv 1(\bmod 4)\end{cases}
$$

We review all the necessary notation and prove Theorem 1.2 in Section 4 .
To generalize the above setting, our next result produces a small-height primitive element in an ideal of a number field outside of a finite collection of other ideals.

Theorem 1.3. Let $K$ be a number field of degree $d \geq 2$ and let $I \subset \mathcal{O}_{K}$ be an ideal and $J_{1}, \ldots, J_{s} \subsetneq I$ be distinct ideals in $\mathcal{O}_{K}$. Let $J=J_{1} \cdots J_{s}$. Then there exists an element $\alpha \in I \backslash \bigcup_{i=1}^{s} J_{i}$ such that $K=\mathbb{Q}(\alpha)$ and

$$
\begin{align*}
h(\alpha) \leq & \frac{d \mathbb{N}_{K}(J)\left|\Delta_{K}\right|^{1 / 2}\left(\left(d^{2}-d+4\right) \mathbb{N}_{K}(J)+4 \mathbb{N}_{K}(I)\right)}{4 \mathbb{N}_{K}(I)} \times \\
& \times \max \left\{1,\left(\frac{2}{\pi}\right)^{r_{2}}\left(\sum_{i=1}^{s} \frac{\mathbb{N}_{K}(I)}{\mathbb{N}_{K}\left(J_{i}\right)}-\frac{(s-1) \mathbb{N}_{K}(I)}{\mathbb{N}_{K}(J)}+\frac{\mathbb{N}_{K}(J)^{d-1}}{\left|\Delta_{K}\right|^{1 / 2}}\right)\right\} \tag{6}
\end{align*}
$$

Notice that the bound of (6) is very explicit in terms of the invariants of $K$ and norms of the ideals involved. To get a better grasp on its order of magnitude, it may be helpful to rewrite in a less explicit form as

$$
h(\alpha) \ll_{K, s} \frac{\mathbb{N}_{K}(J)^{d+1}}{\mathbb{N}_{K}(I)}
$$

We prove Theorem 1.3 in Section 5, where our main tool is Theorem 1.1. In Section 6. we prove an analogous result for primitive totally positive elements in an ideal of a totally real number field outside of a finite union of other ideals (Corollary 6.2). This result follows as a consequence of a theorem we obtain on existence of a small-norm positive point in a lattice avoiding a finite union of sublattices of the same rank and an algebraic set (Theorem 6.1). This theorem is proved by blending together the method of proof of Theorem 1.1 with the results on smallheight lattice points in positive cones obtained in [10]. We also use our avoidance method in Section 7 to prove the existence of a monic polynomial $f(x) \in \mathbb{Z}[x]$ with bounded Mahler measure and all nonzero coefficients so that a given number field $K$ is isomorphic to $\mathbb{Q}[x] /\langle f(x)\rangle$,

Finally, we turn to generators of ideals in number fields. It is well known that every ideal $I \subseteq \mathcal{O}_{K}$ can be generated by two elements, and principal ideals correspond to the identity element in the class group of $K$. If $\mu \in \mathcal{O}_{K}$ is a generator for a principal ideal $I \subseteq \mathcal{O}_{K}$ and $\varepsilon \in \mathcal{O}_{K}^{\times}$is a unit, then $\varepsilon \mu$ is another generator for $I$. Dirichlet units theorem states that the rank of the unit group $\mathcal{O}_{K}^{\times}$is $r=r_{1}+r_{2}-1$ (see, e.g., [20] for further details). In particular, $\mathcal{O}_{K}^{\times}$is infinite unless $K$ is an imaginary quadratic field. Hence, the same principal ideal $I$ can have infinitely many generators, and while the norm of all of them is the same $\left(=\mathbb{N}_{K}(I)\right)$, their heights can be very different and arbitrarily large. Theorem 1.1 of [1] by Akhtari and Vaaler then implies that there exists a generator $\mu$ for $I$ such that

$$
\begin{equation*}
h(\mu) \leq \mathbb{N}_{K}(I)^{1 / d} \prod_{j=1}^{r} h\left(\varepsilon_{j}\right)^{1 / 2} \tag{7}
\end{equation*}
$$

where $\varepsilon_{1}, \ldots, \varepsilon_{r}$ are multiplicatively independent units in $\mathcal{O}_{K}^{\times}$. In order to obtain a bound on $h(\mu)$ in terms of the invariants of $I$ and $K$ alone, we now need a
result on existence of small-height multiplicatively independent units in $\mathcal{O}_{K}^{\times}$. Such a result has been obtained recently also by Akhtari and Vaaler in [2], but with a bound on the product of logarithmic heights of the units in question. Hence, using this bound in conjunction with $\sqrt[7]{ }$ would essentially require reversing arithmeticgeometric mean inequality. On the other hand, we can obtain the following bound on $h(\mu)$ in the case of a quadratic number field using a different method.

Theorem 1.4. Let $D$ be a squarefree integer and let $K=\mathbb{Q}(\sqrt{D})$ be a quadratic number field. Let $I \subseteq \mathcal{O}_{K}$ be a principal ideal with the canonical basis $\{a, b+g \delta\}$. Define

$$
H(I):= \begin{cases}\max \left\{\frac{|a|}{g}, \frac{|2 b|}{g}, \frac{\left|b^{2}-D\right|}{a g}\right\} & \text { if } D \not \equiv 1(\bmod 4)  \tag{8}\\ \max \left\{\frac{|2 a|}{g}, \frac{2|2 b+g|}{g}, \frac{\left|4 b^{2}+4 b-D g+g\right|}{2 a g}\right\} & \text { if } D \equiv 1(\bmod 4)\end{cases}
$$

Then there exists a primitive element $\mu \in I$ such that $I=\langle\mu\rangle$ and

$$
h(\mu) \leq \begin{cases}(a+b+g \sqrt{|D|})(14 H(I))^{5 H(I)} & \text { if } D \not \equiv 1(\bmod 4) \\ \left(a+\frac{2 b+g+g \sqrt{|D|}}{2}\right)(14 H(I))^{5 H(I)} & \text { if } D \equiv 1(\bmod 4)\end{cases}
$$

We prove Theorem 1.4 in Section 8 . Our main tool is a result of Kornhauser [16] on small-height zeros of integral binary quadratic equations with integer coefficients. We are now ready to proceed.

## 2. Avoiding sublattices and algebraic sets

The goal of this section is to prove Theorem 1.1, establishing an effective result on existence of a point in a lattice avoiding a union of full-rank sublattices and an algebraic hypersurface. Let the notation be as in the statement of the theorem. Then Minkowski's successive minima theorem (see, for instance, 13, Section 9.1, Theorem 1]) implies that $\prod_{i=1}^{d} \lambda_{i}(\Lambda) \leq D \Delta$, and so

$$
\begin{equation*}
\lambda_{d}(\Lambda) \leq \frac{D \Delta}{\lambda_{1}(\Lambda)^{d-1}} \tag{9}
\end{equation*}
$$

since $0<\lambda_{1}(\Lambda) \leq \cdots \leq \lambda_{d-1}(\Lambda) \leq \lambda_{d}(\Lambda)$.
Let $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{d} \in \Lambda$ be linearly independent vectors corresponding to these successive minima, so $\left|\boldsymbol{v}_{i}\right|=\lambda_{i}(\Lambda)$. Let $\boldsymbol{x} \in \Omega \backslash \bigcup_{i=1}^{s} \Lambda_{i}$ be a vector satisfying (2), then there is a subset of $d-1$ vectors among $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{d}$ with which $\boldsymbol{x}$ is linearly independent, assume these are $\boldsymbol{v}_{2}, \ldots, \boldsymbol{v}_{d}$, since they have larger norm. Notice that for any integer $k$ and any vector $\boldsymbol{y} \in \Omega, D k \boldsymbol{y} \in \Lambda_{i}$ for every $1 \leq i \leq s$, and hence the vector $(D k+1) \boldsymbol{x} \notin \Lambda_{i}$ for every $1 \leq i \leq s$. Therefore, for all integers $k, n_{2}, \ldots, n_{d}$, we have a collection of vectors

$$
\begin{equation*}
(D k+1) \boldsymbol{x}+n_{2} \boldsymbol{v}_{2}+\cdots+n_{d} \boldsymbol{v}_{d} \in \Omega \backslash \bigcup_{i=1}^{s} \Lambda_{i} \tag{10}
\end{equation*}
$$

Let [ ] denote the integer part function, and define the sets

$$
\begin{align*}
& S_{1}=\{D k+1: k \in \mathbb{Z},-[m / 2]-1 \leq k \leq[m / 2]+1\}, \\
& S_{2}=\{j \in \mathbb{Z}:-[m / 2]-1 \leq j \leq[m / 2]+1\}, \tag{11}
\end{align*}
$$

consisting of $m+1$ integers each. Then (3) implies that there exists a vector

$$
\boldsymbol{\xi}=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{d}\right) \in S_{1} \times S_{2} \times \cdots \times S_{2}
$$

so that

$$
P\left(\xi_{1} \boldsymbol{x}+\sum_{i=2}^{d} \xi_{i} \boldsymbol{v}_{i}\right) \neq 0
$$

Let $\boldsymbol{z}=\xi_{1} \boldsymbol{x}+\sum_{i=2}^{d} \xi_{i} \boldsymbol{v}_{i}$ for this choice of $\boldsymbol{\xi}$. We now need to estimate its sup-norm. Since

$$
\lambda_{1}(\Lambda)=\left|\boldsymbol{v}_{1}\right| \leq \lambda_{2}(\Lambda)=\left|\boldsymbol{v}_{2}\right| \leq \cdots \leq \lambda_{d}(\Lambda)=\left|\boldsymbol{v}_{d}\right|
$$

we can put together (22) and (9) to obtain

$$
\begin{aligned}
|\boldsymbol{z}| & \leq d\left(\max _{1 \leq i \leq d}\left|\xi_{i}\right|\right)\left(\max \left\{|\boldsymbol{x}|, \lambda_{d}(\Lambda)\right\}\right) \\
& \leq \frac{d(D(m+2)+2) D \Delta}{2 \lambda_{1}(\Lambda)^{d-1}} \max \left\{1, \frac{2^{d}}{\operatorname{Vol}_{d}\left(C_{d}(1)\right)}\left(\sum_{i=1}^{s} \frac{1}{D_{i}}-\frac{s-1}{D}+\frac{\lambda_{1}(\Lambda)^{d}}{D \Delta}\right)\right\}
\end{aligned}
$$

This completes the proof.

## 3. Heights and additional notation

In this section, we set up the notation needed for the proofs of our Theorems 1.2 , 1.3 and 1.4. Notice that the space $K_{\mathbb{R}}:=K \otimes_{\mathbb{Q}} \mathbb{R}$ can be viewed as a subspace of

$$
\left\{(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{R}^{r_{1}} \times \mathbb{C}^{2 r_{2}}: y_{r_{2}+j}=\bar{y}_{j} \forall 1 \leq j \leq r_{2}\right\} \cong \mathbb{R}^{r_{1}} \times \mathbb{C}^{r_{2}} \subset \mathbb{C}^{d}
$$

where in the last containment each copy of $\mathbb{R}$ is identified with the real part of the corresponding copy of $\mathbb{C}$. Then $K_{\mathbb{R}}$ is a $d$-dimensional Euclidean space with the bilinear form induced by the trace form on $K$ :

$$
\langle\alpha, \beta\rangle:=\operatorname{Tr}_{K}(\alpha \bar{\beta}) \in \mathbb{R},
$$

for every $\alpha, \beta \in K$, where $\operatorname{Tr}_{K}$ is the number field trace on $K$. We also define the sup-norm on $K_{\mathbb{R}}$ by

$$
|\boldsymbol{x}|:=\max \left\{\left|x_{1}\right|, \ldots,\left|x_{d}\right|\right\}
$$

for any $\boldsymbol{x} \in K_{\mathbb{R}}$, where $\left|x_{j}\right|$ stands for the usual absolute value of $x_{j}$ on $\mathbb{C}$. Let $\Sigma_{K}=\left(\sigma_{1}, \ldots, \sigma_{d}\right): K \hookrightarrow K_{\mathbb{R}}$ be the Minkowski embedding, then for any ideal $I \subseteq \mathcal{O}_{K}$ the image $\Sigma_{K}(I)$ is a lattice of full rank in $K_{\mathbb{R}}$. We define the determinant of a full-rank lattice to be the absolute value of the determinant of any basis matrix for the lattice, then

$$
\begin{equation*}
\operatorname{det}\left(\Sigma_{K}(I)\right)=\mathbb{N}_{K}(I)\left|\Delta_{K}\right|^{1 / 2} \tag{12}
\end{equation*}
$$

as follows, for instance, from Corollary 2.4 of [4].
Next we normalize absolute values and introduce the standard height function. Let us write $M(K)$ for the set of places of $K$. For each $v \in M(K)$ let $d_{v}=\left[K_{v}: \mathbb{Q} v\right]$ be the local degree, then for each $u \in M(\mathbb{Q}), \sum_{v \mid u} d_{v}=d$. We select the absolute values so that $\left|\left.\right|_{v}\right.$ extends the usual archimedean absolute value on $\mathbb{Q}$ when $\left.v\right| \infty$, or the usual $p$-adic absolute value on $\mathbb{Q}$ when $v \nmid \infty$. With this choice, the product formula reads

$$
\prod_{v \in M(K)}|\alpha|_{v}^{d_{v}}=1
$$

for each nonzero $\alpha \in K$. We define the multiplicative Weil height on algebraic vectors $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in K^{n}$ as

$$
h(\boldsymbol{\alpha})=\prod_{v \in M(K)} \max \left\{1,\left|\alpha_{1}\right|_{v}, \ldots,\left|\alpha_{n}\right|_{v}\right\}^{\frac{d_{v}}{d}}
$$

for all $n \geq 1$. This height is absolute, meaning that it is the same when computed over any number field $K$ containing $\alpha_{1}, \ldots, \alpha_{n}$ : this is due to the normalizing exponent $1 / d$ in the definition. Hence we can compute height for points defined over $\overline{\mathbb{Q}}$.

We also review a couple useful well-known properties of heights. The first can be found, for instance, as Lemma 2.1 of 9 .
Lemma 3.1. Let $\xi_{1}, \ldots, \xi_{m} \in \overline{\mathbb{Q}}$ and $\boldsymbol{x}, \ldots, \boldsymbol{x}_{m} \in \overline{\mathbb{Q}}^{n}$ for $m, n \geq 1$. Then

$$
h\left(\sum_{j=1}^{m} \xi_{j} \boldsymbol{x}_{j}\right) \leq m h(\boldsymbol{\xi}) \prod_{j=1}^{m} h\left(\boldsymbol{x}_{j}\right)
$$

where $\boldsymbol{\xi}=\left(\xi_{1}, \ldots, \xi_{m}\right)$.
Next is Lemma 4.1 of [10]: while in that paper the lemma is stated for totally real fields, its proof holds verbatim for any number field with our definition of Minkowski embedding $\Sigma_{K}$.

Lemma 3.2. For any $\alpha \in \mathcal{O}_{K}$,

$$
1 \leq h(\alpha) \leq\left|\Sigma_{K}(\alpha)\right|
$$

where $\|$ stands for the sup-norm on $K_{\mathbb{R}}$, as above.

## 4. Quadratic fields

In this section we review the additional necessary notation specific to Theorem 1.2 and prove this theorem. First notice that for any number field $K$ and $\alpha \in \mathcal{O}_{K}$,

$$
h(\alpha)=\prod_{v \mid \infty} \max \left\{1,|\alpha|_{v}\right\}^{\frac{d_{v}}{d}} \geq\left(\prod_{v \mid \infty}|\alpha|_{v}^{d_{v}}\right)^{\frac{1}{d}}=\left(\prod_{j=1}^{d}\left|\sigma_{j}(\alpha)\right|\right)^{\frac{1}{d}}=\mathbb{N}_{K}(\alpha)^{\frac{1}{d}}
$$

Now let $D$ be a squarefree integer and $K=\mathbb{Q}(\sqrt{D})$ be a quadratic field. Let $I \subseteq \mathcal{O}_{K}$ be an ideal. Then there exists a unique integral basis $a, b+g \delta$ for $I$, called the canonical basis, where

$$
\delta= \begin{cases}-\sqrt{D} & \text { if } K=\mathbb{Q}(\sqrt{D}), D \not \equiv 1(\bmod 4)  \tag{13}\\ \frac{1-\sqrt{D}}{2} & \text { if } K=\mathbb{Q}(\sqrt{D}), D \equiv 1(\bmod 4)\end{cases}
$$

and $a, b, g \in \mathbb{Z}_{\geq 0}$ such that

$$
\begin{equation*}
b<a, g \mid a, b, \text { and } a g \mid \mathbb{N}_{K}(b+g \delta) \tag{14}
\end{equation*}
$$

see Section 6.3 of [5] for further details. The embeddings $\sigma_{1}, \sigma_{2}: K \rightarrow \mathbb{C}$ are given by

$$
\sigma_{1}(x+y \sqrt{D})=x+y \sqrt{D}, \sigma_{2}(x+y \sqrt{D})=x-y \sqrt{D}
$$

for each $x+y \sqrt{D} \in K$, where $D$ being positive or negative is determined by whether $K$ is a real or an imaginary quadratic field, respectively. The number field norm on $K$ is given by

$$
\mathbb{N}_{K}(x+y \sqrt{D})=\sigma_{1}(x+y \sqrt{D}) \sigma_{2}(x+y \sqrt{D})=(x+y \sqrt{D})(x-y \sqrt{D})
$$

The discriminant of $K$ is

$$
\Delta_{K}= \begin{cases}4 D & \text { if } K=\mathbb{Q}(\sqrt{D}), D \not \equiv 1(\bmod 4)  \tag{15}\\ D & \text { if } K=\mathbb{Q}(\sqrt{D}), D \equiv 1(\bmod 4)\end{cases}
$$

and the norm of the ideal $I$ as above is

$$
\mathbb{N}_{K}(I)= \begin{cases}a g & \text { if } D \not \equiv 1(\bmod 4),  \tag{16}\\ a g / 2 & \text { if } D \equiv 1(\bmod 4) .\end{cases}
$$

Observe that an ideal $I$ as above can be written as $I=g J$ for the corresponding ideal $J=\frac{1}{g} I \subseteq \mathcal{O}_{K}$, since $g \mid a, b$. Hence we start by restricting our consideration to ideals with $g=1$. Then the bound of (5) in the case of a quadratic field can be written as

$$
\begin{equation*}
\sqrt{\mathbb{N}_{K}(\alpha)} \leq h(\alpha) \ll a \sqrt{|D|} \tag{17}
\end{equation*}
$$

We will show that in this case the power on $\sqrt{D}$ cannot in general be reduced. First observe that an element $\alpha \in I$ is primitive if and only if it is of the form

$$
\alpha=x a+y(b+\delta)
$$

with $x, y \in \mathbb{Z}$ and $y \neq 0$.
Case 1: Suppose $D \in \mathbb{Z}$ is squarefree, $D \not \equiv 1(\bmod 4)$ and $K=\mathbb{Q}(\sqrt{D})$. Then $K$ is a real quadratic if $D>0$ and $K$ is an imaginary quadratic if $D<0$. Take an ideal

$$
I=\operatorname{span}_{\mathbb{Z}}\{a, b-\sqrt{D}\} \subset \mathcal{O}_{K}
$$

with $a\left|\mathbb{N}_{K}(b-\sqrt{D})=\left|b^{2}-D\right|\right.$. Then

$$
\begin{align*}
\mathbb{N}_{K}(\alpha) & =|(x a+y(b-\sqrt{D}))(x a+y(b+\sqrt{D}))| \\
& =\left|x^{2} a^{2}+2 x y a b+y^{2}\left(b^{2}-D\right)\right|=a\left|x^{2} a+2 x y b+y^{2}\left(\frac{b^{2}-D}{a}\right)\right|>a \tag{18}
\end{align*}
$$

where $\left(b^{2}-D\right) / a \in \mathbb{Z}$. Further,

$$
\begin{equation*}
\mathbb{N}_{K}(\alpha)=\left|x^{2} a^{2}+2 x y a b+y^{2}\left(b^{2}-D\right)\right|=\left|(x a+y b)^{2}-y^{2} D\right|>|D| \tag{19}
\end{equation*}
$$

if $D<0$. On the other hand,

$$
\begin{align*}
h(\alpha) & =\prod_{v \in M(K)} \max \left\{1,|\alpha|_{v}\right\}^{\frac{d_{v}}{2}}=\prod_{v \mid \infty} \max \left\{1,|\alpha|_{v}\right\}^{\frac{d_{v}}{2}}=\left(\prod_{j=1}^{2} \max \left\{1,\left|\sigma_{i}(\alpha)\right|\right\}\right)^{\frac{1}{2}} \\
& \leq \frac{1}{2}\left(\max \left\{1,\left|\sigma_{1}(\alpha)\right|\right\}+\max \left\{1,\left|\sigma_{2}(\alpha)\right|\right) \leq \frac{1}{2}\left(2 \cdot \max \left\{\left|\sigma_{1}(\alpha)\right|,\left|\sigma_{2}(\alpha)\right|\right\}\right)\right. \\
& =\max \left\{\left|\sigma_{1}(\alpha)\right|,\left|\sigma_{2}(\alpha)\right|\right\}=\max \{|(x a+y b)-y \sqrt{D}|,|(x a+y b)+y \sqrt{D}|\} \\
(20) & \leq|x| a+|y| b+|y| \sqrt{|D|} . \tag{20}
\end{align*}
$$

Taking the minimum over all primitive elements $\alpha \in I$, we see that

$$
\begin{align*}
\min \{h(\alpha): \alpha \in I, K=\mathbb{Q}(\alpha)\} & \leq \min \{|x| a+|y| b+|y| \sqrt{|D|}: x, y \in \mathbb{Z}, y \neq 0\} \\
& \leq b+\sqrt{|D|}, \tag{21}
\end{align*}
$$

where the last inequality is obtained by taking $x=0, y=1$. Putting together (17), (18), (19) and 21$)$, we obtain the $D \not \equiv 1(\bmod 4)$ case of Theorem 1.2 in case $g=1$.

Case 2: Suppose $D \in \mathbb{Z}$ is squarefree, $D \equiv 1(\bmod 4)$ and $K=\mathbb{Q}(\sqrt{D})$. Again, $K$ is a real quadratic if $D>0$ and $K$ is an imaginary quadratic if $D<0$. Take an ideal

$$
I=\operatorname{span}_{\mathbb{Z}}\left\{a, b+\frac{1-\sqrt{D}}{2}\right\} \subset \mathcal{O}_{K}
$$

with $a\left|\mathbb{N}_{K}\left(\frac{(2 b+1)-\sqrt{D}}{2}\right)=\frac{\left|(2 b+1)^{2}-D\right|}{4}=\left|b^{2}+b-\frac{D-1}{4}\right|\right.$. Then

$$
\begin{align*}
\mathbb{N}_{K}(\alpha) & =\left|\left(x a+y\left(b+\frac{1-\sqrt{D}}{2}\right)\right)\left(x a+y\left(b+\frac{1+\sqrt{D}}{2}\right)\right)\right| \\
& =\left|x^{2} a^{2}+(2 b+1) a x y+y^{2}\left(b^{2}+b-\frac{D-1}{4}\right)\right| \\
& =a\left|x^{2} a+(2 b+1) x y+\frac{y^{2}}{a}\left(b^{2}+b-\frac{D-1}{4}\right)\right|>a \tag{22}
\end{align*}
$$

where $\frac{1}{a}\left(b^{2}+b-\frac{D-1}{4}\right) \in \mathbb{Z}$. Further,

$$
\begin{equation*}
\mathbb{N}_{K}(\alpha)=\left|x^{2} a^{2}+(2 b+1) a x y+y^{2}\left(b^{2}+b+1 / 4\right)-y^{2} D / 4\right|>|D| / 4 \tag{23}
\end{equation*}
$$

if $D<0$. On the other hand,

$$
\begin{align*}
h(\alpha) & \leq \max \left\{\left|\sigma_{1}(\alpha)\right|,\left|\sigma_{2}(\alpha)\right|\right\} \\
& =\max \left\{\left|x a+y\left(b+\frac{1-\sqrt{D}}{2}\right)\right|,\left|x a+y\left(b+\frac{1+\sqrt{D}}{2}\right)\right|\right\} \\
& \leq|x| a+\frac{|y|(2 b+1)}{2}+\frac{|y| \sqrt{|D|}}{2} \tag{24}
\end{align*}
$$

Taking the minimum over all primitive elements $\alpha \in I$, we see that

$$
\begin{equation*}
\min \{h(\alpha): \alpha \in I, K=\mathbb{Q}(\alpha)\} \leq \frac{(2 b+1)+\sqrt{|D|}}{2} \tag{25}
\end{equation*}
$$

where the inequality is obtained by taking $x=0, y=1$. Putting together (17), $(22),(23)$ and $(25)$, we obtain the $D \equiv 1(\bmod 4)$ case of Theorem 1.2 in case $g=1$.

Proof of Theorem 1.2. Let $I$ be an ideal with the canonical basis $\{a, b+g \delta\}$ and $J=\frac{1}{g} I$. Then for any $\alpha \in J$ and the corresponding $g \alpha \in I$,

$$
\begin{equation*}
h(g \alpha)=\left(\prod_{j=1}^{2} \max \left\{1,\left|\sigma_{i}(g \alpha)\right|\right\}\right)^{\frac{1}{2}} \leq g\left(\prod_{j=1}^{2} \max \left\{1,\left|\sigma_{i}(\alpha)\right|\right\}\right)^{\frac{1}{2}}=g h(\alpha) \tag{26}
\end{equation*}
$$

Further, $\mathbb{N}_{K}(I)=g \mathbb{N}_{K}(J)$. Take $\alpha \in J$ be a primitive element of bounded height as obtained above in Cases 1 and 2 , then $g \alpha \in I$ is also a primitive element and the result follows.

## 5. Primitive elements with avoidance conditions

The goal of this section is to prove Theorem 1.3. Our main tool is Theorem 1.1 , so we will set things up to apply it. First recall that a union of ideals $\bigcup_{i=1}^{s} J_{k}$ is an ideal if and only if all of $J_{1}, \ldots, J_{s}$ are contained in one of them. Since they are all properly contained in $I$, we conclude that $I \neq \bigcup_{i=1}^{s} J_{i}$, and so there exists $\alpha \in I \backslash \bigcup_{i=1}^{s} J_{i}$. Let us then define lattices

$$
\Omega=\Sigma_{K}(I), \Lambda_{i}=\Sigma_{K}\left(J_{i}\right) \forall 1 \leq i \leq s, \Lambda=\Sigma_{K}(J)
$$

in the Euclidean space $K_{\mathbb{R}}$. Let

$$
\begin{equation*}
P\left(x_{1}, \ldots, x_{d}\right)=\prod_{1 \leq i<j \leq d}\left(x_{i}-x_{j}\right) \in \mathbb{Z}\left[x_{1}, \ldots, x_{d}\right] \tag{27}
\end{equation*}
$$

and notice that an element $\alpha \in K$ is primitive if and only if $P\left(\Sigma_{K}(\alpha)\right) \neq 0$. Indeed, an element $\alpha \in K$ is primitive if and only if all of its algebraic conjugates $\sigma_{1}(\alpha), \ldots, \sigma_{d}(\alpha)$ are distinct, but these are precisely the coordinates of the vector $\Sigma_{K}(\alpha)$ in $K_{\mathbb{R}}$. Degree of this polynomial $P$ is $m=\binom{d}{2}$, and so Theorem 1.1 guarantees the existence of a point $\boldsymbol{z} \in \Omega \backslash\left(\bigcup_{i=1}^{s} \Lambda_{i}\right)$ such that $P(\boldsymbol{z}) \neq 0$ and (4) is satisfied. Let $\alpha \in I$ be such that $\boldsymbol{z}=\Sigma_{K}(\alpha)$. We now want to rewrite the inequality $(4)$ in terms of the invariants of the ideals and the number field $K$ and use it to estimate $h(\alpha)$.

Since $D_{i}$ and $D$ are indices of $\Lambda_{i}$ and $\Lambda$, respectively, in $\Omega$, we have

$$
D_{i}=\frac{\operatorname{det} \Lambda_{i}}{\operatorname{det} \Omega}=\frac{\mathbb{N}_{K}\left(J_{i}\right)}{\mathbb{N}_{K}(I)}, D=\frac{\operatorname{det} \Lambda}{\operatorname{det} \Omega}=\frac{\mathbb{N}_{K}(J)}{\mathbb{N}_{K}(I)}
$$

by (12), and $\Delta=\operatorname{det} \Omega=\mathbb{N}_{K}(I)\left|\Delta_{K}\right|^{1 / 2}$. Now, the "cube"

$$
C_{d}(1)=\left\{\boldsymbol{x} \in K_{\mathbb{R}}:|\boldsymbol{x}| \leq 1\right\}
$$

is the Cartesian product of $r_{1}$ intervals $[-1,1]$ and $r_{2}$ circles of radius 1. Hence, $C_{d}(1)$ is a convex 0 -symmetric set with $d$-dimensional volume

$$
\operatorname{Vol}_{d}\left(C_{d}(1)\right)=2^{r_{1}} \pi^{r_{2}}
$$

Finally, notice that

$$
\begin{aligned}
1 & =\min \left\{\left(\prod_{v \mid \infty}|\beta|_{v}\right)^{1 / d}: \beta \in \mathcal{O}_{K}\right\} \\
& \leq \min \left\{\max _{1 \leq j \leq d}\left|\sigma_{j}(\beta)\right|: \beta \in J \backslash\{0\}\right\}=\lambda_{1}(\Lambda) \leq \mathbb{N}_{K}(J)
\end{aligned}
$$

since $\mathbb{N}_{K}(J) \in J \cap \mathbb{Z}_{>0}$, and so $\left|\sigma_{j}\left(\mathbb{N}_{K}(J)\right)\right|=\mathbb{N}_{K}(J)$ for every $1 \leq j \leq d$. Putting all of the above observations together with Lemma 3.2, we obtain (6). This completes the proof of Theorem 1.3 .

## 6. Positive points with avoidance conditions

In this section, we let our Euclidean space $\mathbb{E}^{d}$ to be just $\mathbb{R}^{d}$. We consider "small" positive points in a lattice outside of a union of sublattices, at which a given polynomial does not vanish. Specifically, we prove the following theorem.
Theorem 6.1. Let $\Omega \subseteq \mathbb{R}^{d}$ be a lattice of full rank and determinant $\Delta, \Lambda_{1}, \ldots, \Lambda_{s} \subseteq$ $\Omega$ its sublattices with indices $\left[\Omega: \Lambda_{i}\right]=D_{i}$ for each $1 \leq i \leq s$, and $\Lambda=\bigcap_{i=1}^{s} \Lambda_{i}$ be a sublattice of $\Omega$ of index $D \leq D_{1} \cdots D_{s}$. Assume that $\Omega \nsubseteq \bigcup_{i=1}^{s} \Lambda_{i}$. Let $P\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}\left[x_{1}, \ldots, x_{d}\right]$ be a polynomial of degree $m$. Then there exists $a$ point $\boldsymbol{z} \in \Omega \backslash \bigcup_{i=1}^{s} \Lambda_{i}$ so that

$$
P(\boldsymbol{z}) \neq 0, z_{i} \geq 0 \forall 1 \leq i \leq d
$$

and
$|\boldsymbol{z}|<D(m+2)(\mu(\Lambda)+1)\left(\frac{D \Delta}{\lambda_{1}(\Lambda)^{d-1}}\left(\sum_{i=1}^{s} \frac{1}{D_{i}}-\frac{s-1}{D}+\frac{\lambda_{1}(\Lambda)^{d}}{D \Delta}\right)+\sum_{i=1}^{d} \lambda_{i}(\Lambda)\right)$,
where $\lambda_{i}(\Lambda)$ are the successive minima of $\Lambda$ with respect to the cube $C_{d}(1)$ as defined in (1) and

$$
\mu(\Lambda)=\min \left\{T \in \mathbb{R}_{>0}: B_{d}(T)+\Lambda=\mathbb{R}^{d}\right\}
$$

is the covering radius of $\Lambda$ with respect to the unit ball $B_{d}(1)$.
Proof. Let us write

$$
\Omega^{+}=\left\{\boldsymbol{x} \in \Omega: x_{j} \geq 0 \forall 1 \leq j \leq d\right\}
$$

then $\Lambda^{+} \subset \Omega^{+}$. The restricted successive minima of $\Lambda^{+}$, defined as

$$
\lambda_{i}\left(\Lambda^{+}\right):=\min \left\{T \in \mathbb{R}_{>0}: \operatorname{dim}_{\mathbb{R}} \operatorname{span}_{\mathbb{R}}\left(\Lambda^{+} \cap C_{d}(T)\right) \geq i\right\}
$$

were studied in [10. Theorem 1.2 of [10] established that

$$
\begin{equation*}
\lambda_{1}\left(\Lambda^{+}\right) \leq 2 \mu(\Lambda)+1, \lambda_{i}\left(\Lambda^{+}\right) \leq 2 \lambda_{i}(\Lambda)(\mu(\Lambda)+1) \forall 2 \leq i \leq d \tag{28}
\end{equation*}
$$

By Lemmas 3.1 and 3.2 of [10], there exist linearly independent vectors $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{d} \in$ $\Lambda^{+}$such that

$$
\left|\boldsymbol{v}_{i}\right| \leq \lambda_{i}\left(\Lambda^{+}\right) \forall 1 \leq i \leq d, \text { and } v_{1 j} \geq 1 \forall 1 \leq j \leq d
$$

Define the vectors $\boldsymbol{u}_{1}=\boldsymbol{v}_{1}$ and $\boldsymbol{u}_{i}=\boldsymbol{v}_{i}+\boldsymbol{v}_{1}$ for every $2 \leq i \leq d$, then

$$
\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{d} \in \Lambda^{+} \text {and } u_{i j} \geq 1 \forall 1 \leq i, j, \leq d
$$

Further, $\left|\boldsymbol{u}_{1}\right| \leq 2 \mu(\Lambda)+1$ and for every $2 \leq i \leq d$,

$$
\begin{equation*}
\left|\boldsymbol{u}_{i}\right| \leq\left|\boldsymbol{v}_{i}\right|+\left|\boldsymbol{v}_{1}\right| \leq 2\left(\lambda_{i}(\Lambda)+1\right)(\mu(\Lambda)+1)-1 \tag{29}
\end{equation*}
$$

Let $\boldsymbol{x} \in \Omega \backslash \bigcup_{i=1}^{s} \Lambda_{i}$ be as in (2). As in our argument in Section 2 there must exist a subset of $d-1$ vectors among $\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{d}$ with which $\boldsymbol{x}$ is linearly independent, assume these are $\boldsymbol{u}_{2}, \ldots, \boldsymbol{u}_{d}$, since they have larger norm. Notice that the vector

$$
\boldsymbol{y}:=\boldsymbol{x}+|\boldsymbol{x}| \boldsymbol{u}_{1} \in \Omega^{+}
$$

since its coordinates are of the form

$$
y_{i}=x_{i}+|\boldsymbol{x}| v_{1 i} \geq 0
$$

On the other hand, $\boldsymbol{y} \notin \bigcup_{i=1}^{s} \Lambda_{i}$, since $\boldsymbol{x}$ is not contained in any $\Lambda_{i}$ while $\boldsymbol{u}_{1}$ is contained in each of them. Additionally,

$$
\begin{equation*}
|\boldsymbol{y}| \leq|\boldsymbol{x}|\left(1+\left|\boldsymbol{u}_{1}\right|\right) \leq 2|\boldsymbol{x}|(\mu(\Lambda)+1) \tag{30}
\end{equation*}
$$

Let $P\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}\left[x_{1}, \ldots, x_{d}\right]$ be a polynomial of degree $m \geq 1$. We now argue as in Section 2 Let the sets $S_{1}$ and $S_{2}$ be as in 11, then (3) implies that there exists a vector

$$
\boldsymbol{\xi}=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{d}\right) \in S_{1} \times S_{2} \times \cdots \times S_{2}
$$

so that

$$
P\left(\xi_{1} \boldsymbol{y}+\sum_{i=2}^{d} \xi_{i} \boldsymbol{u}_{i}\right) \neq 0
$$

Let $\boldsymbol{z}=\xi_{1} \boldsymbol{y}+\sum_{i=2}^{d} \xi_{i} \boldsymbol{u}_{i} \in \Omega^{+} \backslash \bigcup_{i=1}^{s} \Lambda_{i}$ for this choice of $\boldsymbol{\xi}$, then by (29) and (30), we have

$$
|\boldsymbol{z}| \leq|\boldsymbol{\xi}|\left(|\boldsymbol{y}|+\sum_{i=2}^{d}\left|\boldsymbol{u}_{i}\right|\right) \leq D(m+2)(\mu(\Lambda)+1)\left(|\boldsymbol{x}|+\sum_{i=1}^{d} \lambda_{i}(\Lambda)\right)
$$

Combining this last observation with (2) and taking into account that $\operatorname{Vol}_{d}\left(C_{d}(1)\right)=$ $2^{d}$ finishes the proof of the theorem.

We can now apply this theorem to the number field situation. Let $K$ be a totally real number field of degree $d$ and discriminant $\Delta_{K}$ with embeddings

$$
\sigma_{1}, \ldots, \sigma_{d}: K \hookrightarrow \mathbb{R}
$$

which define the Minkowski embedding $\Sigma_{K}=\left(\sigma_{1}, \ldots, \sigma_{d}\right): K \hookrightarrow \mathbb{R}^{d}$. Let $I \subseteq \mathcal{O}_{K}$ be an ideal and write $I^{+}$for the additive semigroup of totally positive elements in $I$, i.e.

$$
I^{+}=\left\{\alpha \in I: \sigma_{i}(\alpha) \geq 0 \forall 1 \leq i \leq d\right\}
$$

Same as in Section 5 let $J_{1}, \ldots, J_{s}$ be distinct ideals properly contained in $I$ and let $J=J_{1} \cdots J_{s}$. Let

$$
\Omega=\Sigma_{K}(I), \Lambda_{i}=\Sigma_{i}\left(J_{i}\right) \forall 1 \leq i \leq s, \Lambda=\Sigma_{K}(J)
$$

be lattices in $\mathbb{R}^{d}$. Let

$$
P\left(x_{1}, \ldots, x_{d}\right)=\prod_{1 \leq i<j \leq d}\left(x_{i}-x_{j}\right) \in \mathbb{Z}\left[x_{1}, \ldots, x_{d}\right]
$$

so an element $\alpha \in K$ is primitive if and only if $P\left(\Sigma_{K}(\alpha)\right) \neq 0$. Notice that $\Sigma_{K}\left(I^{+}\right)=\Sigma_{K}(I)^{+}=\Omega^{+}$. Now, Lemmas 4.1 and 4.2 of [10] combined guarantee the existence of $\mathbb{Q}$-linearly independent elements $a_{1}, \ldots, a_{d} \in J$ such that

$$
\begin{equation*}
\sum_{i=1}^{d} \lambda_{i}(\Lambda) \leq \sum_{i=1}^{d} h\left(a_{i}\right)^{d} \leq d \prod_{i=1}^{d} h\left(a_{i}\right)^{d} \leq d\left(\mathbb{N}_{K}(J) \sqrt{\left|\Delta_{K}\right|}\right)^{d} \tag{31}
\end{equation*}
$$

Further, Lemmas 4.2 of [10] asserts that the covering radius of $\Lambda$ satisfies the inequality

$$
\begin{equation*}
\mu(\Lambda) \leq \frac{d^{3 / 2}}{2} \mathbb{N}_{K}(J) \sqrt{\left|\Delta_{K}\right|} \tag{32}
\end{equation*}
$$

Putting these observations together with Theorem 6.1 and expressing indices and determinants as in Section 5, we obtain the following corollary.

Corollary 6.2. There exists a primitive totally positive element $\alpha \in I \backslash \bigcup_{i=1}^{s} J_{i}$ so that

$$
\begin{aligned}
h(\alpha) & \leq\left(\binom{d}{2}+2\right)\left(\frac{d^{3 / 2}}{2} \mathbb{N}_{K}(J) \sqrt{\left|\Delta_{K}\right|}+1\right) \frac{\mathbb{N}_{K}(J)^{2} \sqrt{\left|\Delta_{K}\right|}}{\mathbb{N}_{K}(I)} \times \\
& \times\left(\sum_{i=1}^{s} \frac{\mathbb{N}_{K}(I)}{\mathbb{N}_{K}\left(J_{i}\right)}-\frac{(s-1) \mathbb{N}_{K}(I)}{\mathbb{N}_{K}(J)}+\frac{\mathbb{N}_{K}(J)^{d-1}}{\sqrt{\left|\Delta_{K}\right|}}+d\left(\mathbb{N}_{K}(J) \sqrt{\left|\Delta_{K}\right|}\right)^{d-1}\right)
\end{aligned}
$$

## 7. Non-Sparse polynomials with bounded Mahler measure

Let $K$ be a number field of degree $d$, then (5) guarantees that there exists a primitive element $\alpha \in \mathcal{O}_{K}$ with $h(\alpha) \leq\left|\Delta_{K}\right|^{\frac{1}{d}}$. Let

$$
f_{\alpha}(x)=x^{d}+\sum_{k=0}^{d-1} a_{k} x^{k} \in \mathbb{Z}[x]
$$

be the minimal polynomial of $\alpha$. Then $f_{\alpha}(x)$ is a monic irreducible polynomial with integer coefficients and $K \cong \mathbb{Q}[x] /\left\langle f_{\alpha}(x)\right\rangle$. Let $\sigma_{1}, \ldots, \sigma_{d}$ be the embeddings of $K$, as usual, ordered in such a way that $\sigma_{1}(\alpha)=\alpha$. Then

$$
\alpha_{k}=\sigma_{k}\left(\alpha_{1}\right), \forall 1 \leq k \leq d
$$

are all the roots of $f_{\alpha}(x)$ with $\alpha_{1}=\alpha$. Since $f_{\alpha}(x)$ is monic, all of these roots are algebraic integers. The Mahler measure of $f_{\alpha}(x)$ is given by

$$
\mathcal{M}\left(f_{\alpha}\right)=\prod_{k=1}^{d} \max \left\{1,\left|\alpha_{k}\right|\right\}=h(\alpha)^{d} \leq\left|\Delta_{K}\right|
$$

Hence the result of Pazuki and Widmer that we quoted in Section 1 can be reformulated to say that there exists a monic irreducible polynomial $f(x) \in \mathbb{Z}[x]$ such that $K \cong \mathbb{Q}[x] /\langle f(x)\rangle$ and $\mathcal{M}(f) \leq\left|\Delta_{K}\right|$. We can use our Diophantine avoidance method to obtain a similar result with additional non-vanishing conditions.
Theorem 7.1. Given a number field $K$ of degree $d$, there exists a monic irreducible polynomial $f(x) \in \mathbb{Z}[x]$ with all nonzero coefficients such that $K \cong \mathbb{Q}[x] /\langle f(x)\rangle$ and

$$
\mathcal{M}(f) \leq\left\{\left(\frac{4}{\pi}\right)^{r_{2}}\left(\frac{d\left(d^{2}-d+2\right)}{2}\right)\left|\Delta_{K}\right|^{1 / 2}\right\}^{d}
$$

Proof. Our argument here is similar to the proof of Theorem 1.3. Let the lattice $\Omega=\Sigma_{K}\left(\mathcal{O}_{K}\right)$ in $\mathbb{E}^{d}=K_{\mathbb{R}}$ be the image of $\mathcal{O}_{K}$ under the Minkowski embedding. For $1 \leq k \leq d$, let $e_{k}\left(x_{1}, \ldots, x_{d}\right)$ be the elementary symmetric polynomial of degree $k$. Let $\alpha \in \mathcal{O}_{K}$ and $\boldsymbol{\alpha}:=\Sigma_{K}(\alpha)=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \Omega$. Then $\alpha$ is a primitive element in $K$ if and only if its minimal polynomial is of the form

$$
f_{\alpha}(x)=x^{d}+\sum_{k=1}^{d} e_{k}\left(\alpha_{1}, \ldots, \alpha_{d}\right) x^{d-k}
$$

which is equivalent to the condition that $K \cong \mathbb{Q}[x] /\left\langle f_{\alpha}(x)\right\rangle$. Let

$$
Q\left(x_{1}, \ldots, x_{d}\right)=P\left(x_{1}, \ldots, x_{d}\right) \prod_{k=1}^{d-1} e_{k}\left(x_{1}, \ldots, x_{d}\right)
$$

where $P\left(x_{1}, \ldots, x_{d}\right)$ is as in 27), then

$$
\operatorname{deg} Q=\operatorname{deg} P+\sum_{k=1}^{d-1} k=d(d-1)
$$

Notice then that $\alpha$ is primitive and $f_{\alpha}(x)$ has all nonzero coefficients if and only if $Q(\boldsymbol{\alpha}) \neq 0$. Hence, we want to find $\boldsymbol{\alpha} \in \Omega$ such that $Q(\boldsymbol{\alpha}) \neq 0$ and $|\boldsymbol{\alpha}|$ bounded. Let

$$
\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{d} \in \Omega
$$

be vectors corresponding to the successive minima of $\Omega$ with respect to the cube $C_{d}(1) \subset K_{\mathbb{R}}$. Then $\operatorname{Vol}_{d}\left(C_{d}(1)\right)=2^{r_{1}} \pi^{r_{2}}$ and $\operatorname{det} \Omega=\left|\Delta_{K}\right|^{1 / 2}$, and so Minkowski's successive minima theorem implies that

$$
\begin{equation*}
\lambda_{d}(\Omega) \leq \frac{2^{d}\left|\Delta_{K}\right|^{1 / 2}}{\lambda_{1}(\Lambda)^{d-1} \operatorname{Vol}_{d}\left(C_{d}(1)\right)} \leq\left(\frac{4}{\pi}\right)^{r_{2}}\left|\Delta_{K}\right|^{1 / 2} \tag{33}
\end{equation*}
$$

since

$$
\lambda_{1}(\Omega)=\min \left\{\max _{1 \leq k \leq d}\left|\sigma_{k}(\alpha)\right|: \alpha \in \mathcal{O}_{K}\right\}=1
$$

Let $S=\left\{-\left[\frac{d(d-1)}{2}\right]-1, \ldots,\left[\frac{d(d-1)}{2}\right]+1\right\}$, and for each vector $\boldsymbol{\xi} \in S^{d}$ define

$$
\boldsymbol{\alpha}(\boldsymbol{\xi})=\sum_{k=1}^{d} \xi_{k} \boldsymbol{v}_{k}
$$

Then Theorem 4.2 of 9 implies that there exists $\boldsymbol{\xi} \in S^{d}$ such that

$$
P(\boldsymbol{\alpha}(\boldsymbol{\xi})) \neq 0
$$

Let $\alpha \in \mathcal{O}_{K}$ be such that $\boldsymbol{\alpha}(\boldsymbol{\xi})=\Sigma_{K}(\alpha)$ for this choice of $\boldsymbol{\xi}$. Then Lemma 3.2 together with (33) implies that

$$
h(\alpha) \leq|\boldsymbol{\alpha}(\boldsymbol{\xi})| \leq d\left(\frac{d(d-1)}{2}+1\right) \lambda_{d}(\Omega) \leq\left(\frac{4}{\pi}\right)^{r_{2}}\left(\frac{d\left(d^{2}-d+2\right)}{2}\right)\left|\Delta_{K}\right|^{1 / 2}
$$

If $f(x)$ is the minimal polynomial of this $\alpha$, then $\mathcal{M}(f) \leq h(\alpha)^{d}$, and the result follows.

## 8. Small-height ideal generators

In this section, we prove Theorem 1.4. As in Section 4, we consider a quadratic number field $K=\mathbb{Q}(\sqrt{D})$ for squarefree integer $D$, and let $I \subseteq \mathcal{O}_{K}$ be an ideal with the canonical basis $a, b+g \delta$. Suppose $I=\langle\mu\rangle$ is a principal ideal, then $\mathbb{N}_{K}(\mu)=\mathbb{N}_{K}(I)$. Also recall that we are defining the quantity $H(I)$, the "height" of the ideal $I$ as in (8).

Case 1. Assume $D \not \equiv 1(\bmod 4)$, then $\mathbb{N}_{K}(\mu)=\mathbb{N}_{K}(I)=a g$. On the other hand,

$$
\mu=a x+(b-g \sqrt{D}) y=(a x+b y)-y g \sqrt{D}
$$

for some integers $x, y$ such that $y \neq 0$, and thus

$$
a g=\mathbb{N}_{K}(\mu)=(a x+b y)^{2}-D g y^{2}=a^{2} x^{2}+2 a b x y+\left(b^{2}-D g\right) y^{2}
$$

This implies that the quadratic equation with integer coefficients

$$
\begin{equation*}
f_{I}(x, y):=\frac{a}{g} x^{2}+\frac{2 b}{g} x y+\left(\frac{b^{2}-D g}{a g}\right) y^{2}=1 \tag{34}
\end{equation*}
$$

has a solution in integers $x, y$. Define

$$
\left|f_{I}\right|:=\max \left\{1, \frac{|a|}{g}, \frac{|2 b|}{g}, \frac{\left|b^{2}-D\right|}{a g}\right\}=H(I)
$$

to be the maximum of absolute values of the coefficients of $f_{I}$. Then a theorem of Kornhauser [16, Theorem 1] guarantees that (34) has an integer solution $(x, y)$ with

$$
\begin{equation*}
\max \{|x|,|y|\} \leq\left(14\left|f_{I}\right|\right)^{5\left|f_{I}\right|} \tag{35}
\end{equation*}
$$

Now, using inequalities analogous to and applying (35) yields the inequality

$$
\begin{equation*}
h(\mu) \leq|x| a+|y| b+|y| g \sqrt{|D|} \leq(a+b+g \sqrt{|D|})\left(14\left|f_{I}\right|\right)^{5\left|f_{I}\right|} \tag{36}
\end{equation*}
$$

Case 2. Assume $D \equiv 1(\bmod 4)$, then $\mathbb{N}_{K}(\mu)=\mathbb{N}_{K}(I)=\frac{a g}{2}$. On the other hand,

$$
\mu=a x+\left(b+g\left(\frac{1-\sqrt{D}}{2}\right)\right) y=\left(a x+b y+\frac{g y}{2}\right)-y\left(\frac{g \sqrt{D}}{2}\right)
$$

for some integers $x, y$ such that $y \neq 0$, and thus

$$
\begin{aligned}
\frac{a g}{2} & =\mathbb{N}_{K}(\mu)=\left(a x+b y+\frac{y g}{2}\right)^{2}-\frac{g D}{4} y^{2} \\
& =a^{2} x^{2}+a(2 b+g) x y+\left(b^{2}+b g-\frac{D-1}{4} g\right) y^{2}
\end{aligned}
$$

This implies that the quadratic equation with integer coefficients

$$
\begin{equation*}
f_{I}(x, y):=\frac{2 a}{g} x^{2}+\frac{2(2 b+g)}{g} x y+\left(\frac{4 b^{2}+4 b-D g+g}{2 a g}\right) y^{2}=1 \tag{37}
\end{equation*}
$$

has a solution in integers $x, y$. Define

$$
\left|f_{I}\right|:=\max \left\{1, \frac{|2 a|}{g}, \frac{2|2 b+g|}{g}, \frac{\left|4 b^{2}+4 b-D g+g\right|}{2 a g}\right\}=H(I)
$$

to be the maximum of absolute values of the coefficients of $f_{I}$. Now, using inequalities analogous to (24) and applying (35) yields the inequality

$$
\begin{equation*}
h(\mu) \leq|x| a+\frac{|y|(2 b+g)}{2}+\frac{|y| g \sqrt{|D|}}{2} \leq\left(a+\frac{2 b+g+g \sqrt{|D|}}{2}\right)\left(14\left|f_{I}\right|\right)^{5\left|f_{I}\right|} \tag{38}
\end{equation*}
$$

The theorem now follows upon combining (36) and (38). Notice that the element $\mu$ we produced here is primitive since $y \neq 0$ in both cases.
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