LATTICES AND QUADRATIC FORMS FROM TIGHT FRAMES IN EUCLIDEAN SPACES

ALBRECHT BÖTTCHER AND LENNY FUKSHANSKY

Abstract. This paper supplies additions to our paper in Linear Algebra Appl. 510 (2016) 395–420 on integral spans of tight frames in Euclidean spaces. In that previous paper, we considered the case of an equiangular tight frame (ETF), proving that if its integral span is a lattice then the frame must be rational, but overlooking a simple argument in the reverse direction. Thus our first result here is that the integral span of an ETF is a lattice if and only if the frame is rational. Further, we discuss conditions under which such lattices are eutactic and perfect and, consequently, are local maxima of the packing density function in the dimension of their span. In particular, the unit (276, 23) equiangular tight frame is shown to be eutactic and perfect. More general tight frames and their norm-forms are considered as well, and definitive results are obtained in dimensions two and three.

1. Introduction and Main Results

We denote by $(\ ,\ )$ the usual inner product on $\mathbb{R}^k$ and by $\|x\| := \langle x, x \rangle^{1/2}$ the Euclidean norm. Let $n \geq k$ and let $\mathcal{F} := \{f_1, \ldots, f_n\} \subset \mathbb{R}^k$ be a set of vectors such that $\text{span}_{\mathbb{R}} \{f_1, \ldots, f_n\} = \mathbb{R}^k$. Put

$$\Lambda(\mathcal{F}) = \text{span}_{\mathbb{Z}} \{f_1, \ldots, f_n\}.$$ 

We consider $f_1, \ldots, f_n$ as column vectors and denote by $G$ the $k \times n$ matrix with these vectors as columns. Clearly, we may think of $\Lambda(\mathcal{F})$ as the set $\{Ga : a \in \mathbb{Z}^n\}$. The norm-form associated with $\mathcal{F}$ is the quadratic form

$$Q_\mathcal{F}(a) = \|Ga\|^2 = \langle G^T Ga, a \rangle.$$ 

A quadratic form $Q(a) = \langle Ha, a \rangle$ with a symmetric matrix $H$ is said to have separated values if the values of $Q(a)$ for $a$ in $\mathbb{Z}^n$ are separated by a positive number, that is, if

$$\inf\{|Q(a) - Q(b)| : a, b \in \mathbb{Z}^n, Q(a) \neq Q(b)\} > 0.$$ 

We call the set $\mathcal{F}$ rational if the inner products $\langle f_i, f_j \rangle$ are rational numbers for all $1 \leq i, j \leq n$. This is equivalent to saying that the entries of the $n \times n$ Gram matrix $G^T G$ are all rational.

We here study two questions. First, we are interested in conditions ensuring that $\Lambda(\mathcal{F})$ is a lattice, and if it is, in properties of this lattice. Secondly, we look for conditions ensuring that $Q_\mathcal{F}$ has separated values. Recall that a lattice is a
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discrete additive subgroup of $\mathbb{R}^k$. The set $\Lambda(\mathcal{F})$ of the integer linear combinations of the vectors $f_1, \ldots, f_n$ is clearly an additive subgroup of $\mathbb{R}^k$, but it may contain accumulation points and hence not be discrete, which would prevent it from being a lattice. Obviously, $\Lambda(\mathcal{F})$ is a lattice if and only if 0 is not an accumulation point of the values of $Q_\mathcal{F}$, that is, if and only if there exists an $\varepsilon > 0$ such that $Q_\mathcal{F}(a) \notin (0, \varepsilon)$ for $a \in \mathbb{Z}^n$. A lattice $\Lambda \subset \mathbb{R}^k$ is said to be of full rank if $\text{span}_\mathbb{R} \Lambda = \mathbb{R}^k$. As we always suppose that $\text{span}_\mathbb{R} \{f_1, \ldots, f_n\} = \mathbb{R}^k$, the set $\Lambda(\mathcal{F})$ is a lattice if and only if it is a full-rank lattice.

For further reference, we state the following simple observation, which, unfortunately, was overlooked in [2].

**Proposition 1.** If $\mathcal{F}$ is rational, then $\Lambda(\mathcal{F})$ is a lattice and the values of $Q_\mathcal{F}$ are separated.

*Proof.* There is an integer $d > 0$ such that all entries of $dG^\top G$ are integers, and hence $dQ_\mathcal{F}(a) = d(G^\top Ga, a)$ assumes values in $\{0, 1, 2, \ldots\}$ for $a \in \mathbb{Z}^n$, which shows that $Q_\mathcal{F}$ has separated values and does not take values in $(0, 1/d)$. □

Clearly, if $\mu \neq 0$ is any real number, then $\Lambda(\mu \mathcal{F})$ is also a lattice and the values of $Q_{\mu \mathcal{F}}$ are separated.

Much is known in the case $n = k$. Suppose $G$ is an invertible square matrix. This ensures that $\Lambda(\mathcal{F})$ is a lattice. We say that $\mathcal{F}$ is *irrational* if $G^\top G$ is not a non-zero scalar multiple of a matrix with rational entries. Note that an *irrational* $\mathcal{F}$ is not the exact logical negation of a *rational* $\mathcal{F}$. In fact, we have exactly three mutually excluding possibilities. First, $\mathcal{F}$ is *rational* if all entries of $G^\top G$ are rational. Otherwise $\mathcal{F}$ is called *non-rational*, and in that case we have exactly two possibilities: either there is a non-zero scalar $\mu$ such $\mu^2 G^\top G$ has rational entries or $\mu^2 G^\top G$ has an irrational entry for each non-zero scalar $\mu$. In the last case, $\mathcal{F}$ is called *irrational*.

An easy example of an irrational set $\mathcal{F}$ for which $Q_\mathcal{F}$ does not have separated values is given by the $3 \times 3$ matrix

$$
G = \begin{pmatrix}
1 & \xi & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix},
$$

where $\xi$ is irrational. In that case

$$
Q_\mathcal{F}(a) = (a_1 + \xi a_2)^2 + a_2^2 + a_3^2.
$$

Given any $\varepsilon > 0$, there are integers $a_1, a_2$ such that $0 < (a_1 + \xi a_2)^2 < \varepsilon$. Thus, $(a_1 + \xi a_2)^2 + a_2^2 = a_3^2 + \delta$ with $\delta \in (0, \varepsilon)$. It follows that

$$
Q_\mathcal{F}(a_1, a_2, 0) - Q_\mathcal{F}(0, 0, a_2) = \delta \in (0, \varepsilon),
$$

which shows that the values of $Q_\mathcal{F}$ are not separated. A famous result by Margulis [6, 7] implies that if $\mathcal{F}$ is irrational and $k \geq 2$, then the values of $Q_\mathcal{F}(a) - Q_\mathcal{F}(b)$ for $a, b \in \mathbb{Z}^k$ are dense in $\mathbb{R}$, implying that the values of $Q_\mathcal{F}$ are not separated.

In the case $n > k$ it may also happen that $\Lambda(\mathcal{F})$ is a lattice and the values of the associated norm form $Q_\mathcal{F}$ are not separated. Indeed, let $G = (G_0, G_1)$ with an invertible $k \times k$ matrix and a $k \times (n - k)$ matrix $G_1$. Suppose $G_0^\top G_0$ is irrational and each column of $G_1$ is an integer linear combination of the columns of $G_0$. Then $\Lambda(G)$ is a lattice (with $G_0$ as a basis matrix), but, again by the result of Margulis,
the values of indefinite irrational quadratic form \( Q_F(a) - Q_F(b) \) with \( a, b \in \mathbb{Z}^n \) are dense in \( \mathbb{R} \), which implies that the values of \( Q \) are not separated.

In the following, we treat the case \( n > k \) and special sets \( F \), so-called tight frames. The set \( F = \{f_1, \ldots, f_n\} \subset \mathbb{R}^k \) is called an \((n,k)\) tight frame if \( n > k \), \( \text{span}_{\mathbb{R}} f_1, \ldots, f_n = \mathbb{R}^k \) and there exists a positive number \( \gamma \in \mathbb{R} \) such that

\[
\|x\|^2 = \gamma \sum_{i=1}^{n} \langle f_i, x \rangle^2
\]

for every \( x \in \mathbb{R}^k \). Obviously, requirement (1) is equivalent to the equality \( GG^\top = \gamma I \), which in turn simply means that the \( k \) rows of \( \gamma^{-1/2} G \) are rows of an orthogonal \( n \times n \) matrix.

Clearly, if \( F \) is a rational \((n,k)\) tight frame and \( \mu \neq 0 \) is a real number such that \( \mu^2 \notin \mathbb{Q} \), then \( \mu F = \{\mu f_1, \ldots, \mu f_n\} \) is no longer rational but still an \((n,k)\) tight frame for which \( \Lambda(\mu F) \) is a lattice and for which \( Q_F \) has separated values.

Except for this trivial construction of non-rational tight frames generating a lattice, we do not know any non-rational tight frames that induce a lattice or a norm-form with separated values. We are able to prove the following theorem, which settles the case of tight frames in \( \mathbb{R}^2 \) and \( \mathbb{R}^3 \). Note that requiring that one of the vectors \( f_1, \ldots, f_n \) has length 1 rules out multiplication by \( \mu \) with \( \mu^2 \notin \mathbb{Q} \).

**Theorem 2.** Let \( F = \{f_1, \ldots, f_n\} \) be an \((n,2)\) or an \((n,3)\) tight frame containing at least one unit vector. Then the following are equivalent:

(i) \( F \) is rational,

(ii) \( \Lambda(F) \) is a lattice,

(iii) \( Q_F \) has separated values.

Note that the implication (iii) \( \Rightarrow \) (ii) is trivial, because 0 cannot be an accumulation point of a separated set. The implications (i) \( \Rightarrow \) (ii) and (i) \( \Rightarrow \) (iii) follow from Proposition 1. Thus, we are left with the implication (ii) \( \Rightarrow \) (i), which will be proved in this paper.

A unit \((n,k)\) equiangular tight frame (ETF) of angle \( c \in (0,1) \) is an \((n,k)\) tight frame \( F = \{f_1, \ldots, f_n\} \) consisting of unit vectors such that \( |\langle f_i, f_j \rangle| = c \) for every pair \( 1 \leq i \neq j \leq n \). It is well known that if \( F \) is a unit \((n,k)\) ETF, then the constant \( \gamma \) in (1) necessarily equals \( k/n \), that is, we have

\[
\|x\|^2 = \frac{k}{n} \sum_{i=1}^{n} \langle f_i, x \rangle^2
\]

for every \( x \in \mathbb{R}^k \). We can write \( c = 1/\alpha \) with \( \alpha \in [1, \infty) \), and it is known, e.g., from [10], that

\[
c = \frac{1}{\alpha} = \sqrt{\frac{n-k}{k(n-1)}}.
\]

Moreover, in [10] it is shown that if \( n \neq k+1 \) or \( n \neq 2k \), then \( \alpha \) is an odd integer. On the other hand, if \( n = k+1 \) or \( n = 2k \), then (2) implies that \( \alpha \) is either an integer or irrational. The Gram matrix \( G^\top G \) of a unit \((n,k)\) ETF \( F \) has 1 on the main diagonal and \( \pm 1/\alpha \) elsewhere. Thus, \( F \) is a rational frame if and only if \( \alpha \) is a positive integer. We here prove the following.
Theorem 3. Let $\mathcal{F}$ be a unit $(n,k)$ ETF. Then the following are equivalent:

(i) $\alpha$ is a positive integer,

(ii) $\Lambda(\mathcal{F})$ is a lattice,

(iii) $Q_{\mathcal{F}}$ has separated values.

If $\alpha$ is a positive integer, then the minimal norm $|\Lambda(\mathcal{F})|$ of $\Lambda(\mathcal{F})$ satisfies

$$|\Lambda(\mathcal{F})| := \min\{\|x\| : 0 \neq x \in \Lambda(\mathcal{F})\} \geq \frac{1}{\sqrt{\alpha}}. \tag{3}$$

Notice that $k$ in Theorem 3 may be arbitrary, but we require equiangularity, whereas in Theorem 2 the value of $k$ is restricted to 2 and 3, but no equiangularity is needed. The implication (ii) $\Rightarrow$ (i) in Theorem 3 was proved in [2]. Since, as said, a unit ETF is a rational frame if and only if $\alpha$ is a rational number, Proposition 1 yields the implications (i) $\Rightarrow$ (ii) and (i) $\Rightarrow$ (iii) in Theorem 3. The implication (iii) $\Rightarrow$ (ii) of this theorem is trivial, and hence we are left with proving the estimate (3).

Since it is known that $\alpha$ is rational for $n \neq 2k$, it follows that all unit $(n,k)$ ETFs with $n \neq 2k$ generate lattices with separated values in $\mathbb{R}^k$. There are also infinitely many unit $(n,k)$ ETFs with $n = 2k$ and $\alpha$ rational; see [4] and [10].

Let

$$S(\Lambda(\mathcal{F})) := \{x \in \Lambda(\mathcal{F}) : \|x\| = |\Lambda(\mathcal{F})|\}$$

be the set of minimal vectors of the lattice $\Lambda(\mathcal{F})$. A collection of points $X = \{x_1, \ldots, x_m\}$ on the unit sphere in $\mathbb{R}^k$, $m \geq k$, is called weakly eutactic if there exist real numbers $c_1, \ldots, c_m$, called eutaxy coefficients, such that

$$\|y\|^2 = \sum_{i=1}^{m} c_i \langle y, x_i \rangle^2$$

for every vector $y \in \mathbb{R}^k$. The set $X$ is called semi-eutactic if $c_1, \ldots, c_m \geq 0$, eutactic if $c_1, \ldots, c_m > 0$, and strongly eutactic if $c_1 = \cdots = c_m > 0$. It is easy to observe that if $X$ is a set containing a weakly eutactic or semi-eutactic subset $Y$, then $X$ itself is weakly or semi-eutactic, respectively. These notions from lattice theory are closely related to the notions of scalability used in frame theory. For example, in the terminology of [5], the semi-eutactic sets $X$ are the scalable sets and the eutactic sets are the strictly scalable ones. Notice in particular that a unit $(n,k)$ ETF $\mathcal{F}$ is a strongly eutactic set with the eutaxy coefficients equal to $k/n$, and the set $\pm \mathcal{F}$ is strongly eutactic with the eutaxy coefficients equal to $k/2n$. A lattice is called weakly eutactic, semi-eutactic, eutactic, or strongly eutactic if its set of minimal vectors has the respective property.

Based on a number of examples we have worked out, we conjecture that $|\Lambda(\mathcal{F})| = 1$ and $S(\Lambda(\mathcal{F})) = \pm \mathcal{F}$ for every unit ETF. If this is the case, it immediately follows that the lattices $\Lambda(\mathcal{F})$ strongly eutactic; see Proposition 2.4 of [2].

Further, a collection of points $X = \{x_1, \ldots, x_m\}$ (written as column-vectors) on the unit sphere in $\mathbb{R}^k$, $m \geq k$, is called perfect if the set of real symmetric matrices

$$X^* := \{x_1 x_1^\top, \ldots, x_m x_m^\top\}$$

spans the entire space of real symmetric $k \times k$ matrices as a real vector space. It is easy to see that if $X$ is a set containing a perfect subset $Y$, then $X$ itself is perfect. In fact, Theorem 3.6.2 on p. 85 of [8] states that if $X$ contains a perfect and eutactic subset $Y$, then $X$ itself is perfect and eutactic. A lattice $\Lambda$ is called perfect if its
set of minimal vectors \( S(\Lambda) \) is perfect. A classical theorem of Voronoi (1908) states that a lattice is perfect and eutactic if and only if it is extreme, i.e., is a local maximum of the packing density function in its dimension; see Theorem 3.4.6 on p. 81 of [8].

The well-known Gerzon bound for a unit \((n, k)\) ETF states that

\[ k < n \leq \frac{k(k + 1)}{2}. \]

We will say that a unit \((n, k)\) ETF is maximal if Gerzon’s upper bound is attained. While unit \((n, k)\) ETFs exist in every dimension, there are only four known examples of maximal ETFs: in dimensions 2, 3, 7, and 23. We here prove the following.

**Theorem 4.** Let \( k > 3 \) and \( \mathcal{F} \) be a maximal unit \((n, k)\) ETF. Assuming \( |\Lambda(\mathcal{F})| = 1 \), the lattice \( \Lambda(\mathcal{F}) \) is perfect and eutactic, and hence extreme.

As just mentioned, there are only four maximal unit ETFs currently known: these are \((3, 2)\), \((6, 3)\), \((28, 7)\), and \((276, 23)\) ETFs. The \((3, 2)\) ETF generates the hexagonal lattice, whose minimal vectors are \( \pm \) the frame vectors, and hence it is perfect and strongly eutactic (and has, independently of these two properties, been well-known to be extreme since Gauss). The \((6, 3)\) ETF has irrational \( \alpha \), and hence, as already shown in [2], does not generate a lattice. Also in [2], we proved that the \((28, 7)\) ETF generates a lattice with \( \pm \) the frame vectors as its minimal vectors and then showed in a very computational manner that this lattice is perfect and strongly eutactic and thus extreme. Theorem 4 now gives the conclusion straight away. The remaining case is that of the lattice generated by the \((276, 23)\) ETF. Here is our result.

**Theorem 5.** Let \( \mathcal{F} \) be the unit \((276, 23)\) ETF. Then \( \Lambda(\mathcal{F}) \) is perfect and eutactic, and hence extreme.

We present the proofs of the above results in Section 2.

### 2. Proofs

**Proof of Theorem 2.** As said, we are left with the implication \((ii) \Rightarrow (i)\).

We first consider the case \( k = 2 \). Suppose \( \Lambda(\mathcal{F}) \) is a lattice. Orthogonal linear maps transform tight frames into tight frames and lattices into lattices, and they preserve inner products. We may therefore without loss of generality assume that \( f_1 = (1, 0)^\top \). Thus, the \( 2 \times n \) matrix \( G \) may be written as

\[
G = \begin{pmatrix}
1 & a & x_1 & \cdots & x_{n-2} \\
0 & b & y_1 & \cdots & y_{n-2}
\end{pmatrix}
\]

We may assume that \( b \neq 0 \). Condition (1) is equivalent to the two equalities

\[ 1 + a^2 + \sum x_i^2 = b^2 + \sum y_i^2, \quad ab + \sum x_i y_i = 0, \]

all sums being from \( i = 1 \) to \( i = n - 2 \). Proposition 3.1 of [2] implies that \( \Lambda(\mathcal{F}) \) is a lattice if and only if the \( n - 2 \) vectors

\[
\begin{pmatrix}
1 & a \\
0 & b
\end{pmatrix}^{-1}
\begin{pmatrix}
x_i \\
y_i
\end{pmatrix} = \begin{pmatrix}
x_i - a\frac{y_i}{b} \\
y_i
\end{pmatrix}
\]

are rational: while this proposition is stated for unit tight frames, the proof shows that it is also valid for arbitrary tight frames. It follows that \( q_i := y_i/b \) are rational numbers and that we have \( x_i = aq_i + p_i \) with rational numbers \( p_i \). Inserting this into the second equality of (5) we get

\[
a \left( 1 + \sum q_i^2 \right) + \sum p_i q_i = 0,
\]

which shows that \( a \) is rational. The first equality of (5) gives

\[
1 + a^2 + \sum (aq_i + p_i)^2 = b^2 \left( 1 + \sum q_i^2 \right),
\]

and this implies that \( b^2 \) is rational. Using that \( a, q_i, p_i, b^2 \) are rational numbers, it is easily verified that all inner products \( \langle f_j, f_k \rangle \) are rational numbers, which means that \( \mathcal{F} \) is a rational frame.

Now suppose \( k = 3 \) and \( \Lambda(\mathcal{F}) \) is a lattice. Again using an orthogonal transformation, we may assume that the first three columns of \( G \) form an upper-triangular invertible matrix and that the first column is \((1, 0, 0)^\top\). Let \((c, \mu, 0)^\top\) be the second column. Since the upper-triangular matrix is invertible, we have \( \mu \neq 0 \) and may therefore write the entire matrix \( G \) in the form

\[
G = \begin{pmatrix}
1 & c & d & z_1 & \cdots & z_{n-3} \\
0 & \mu & \mu a & \mu x_1 & \cdots & \mu x_{n-3} \\
0 & 0 & \mu b & \mu y_1 & \cdots & \mu y_{n-3}
\end{pmatrix}.
\]

From Proposition 3.1 of [2] we deduce that the \( n - 3 \) columns

\[
\begin{pmatrix}
1 & c & d \\
0 & \mu & \mu a \\
0 & 0 & \mu b
\end{pmatrix}^{-1}
\begin{pmatrix}
z_i \\
\mu x_i \\
\mu y_i
\end{pmatrix} = \begin{pmatrix}
z_i - cx_i - \left( \frac{d}{b} - \frac{ac}{b} \right) y_i \\
x_i - \frac{\mu y_i}{y_i} \\
\frac{y_i}{b}
\end{pmatrix} = \begin{pmatrix}
r_i \\
p_i \\
q_i
\end{pmatrix}
\]

are all rational. It follows that

\[
y_i = bq_i, \quad x_i = \frac{a}{b} bq_i + p_i = aq_i + p_i,
\]

\[
z_i = c(aq_i + p_i) + \left( \frac{d}{b} - \frac{ac}{b} \right) bq_i + r_i = cp_i + dq_i + r_i,
\]

and since (5) holds also in the case at hand, we obtain as above that \( a \) and \( b^2 \) must be rational. Taking the inner product of the first and third rows of \( G \) we get

\[
0 = \mu bd + \mu \sum y_i z_i = \mu bd \left( 1 + \sum q_i^2 \right) + \mu bc \sum p_i q_i + \mu b \sum q_i r_i.
\]

Cancelling out \( \mu b \), we arrive at the equality

\[
0 = d \left( 1 + \sum q_i^2 \right) + c \sum p_i q_i + \sum q_i r_i,
\]

which shows that \( d = cs_1 + s_2 \) with rational

\[
s_1 = -\frac{\sum q_i p_i}{1 + \sum q_i^2}, \quad s_2 = -\frac{\sum q_i r_i}{1 + \sum q_i^2}.
\]
This gives $z_i = ct_i + u_i$ with rational numbers $t_i = p_i + s_1 q_i$ and $u_i = r_i + s_2 q_i$. Consequently,

$$s_1 + \sum t_i q_i = s_1 + \sum (p_i + s_1 q_i) q_i = s_1 \left(1 + \sum q_i^2\right) + \sum p_i q_i$$

(6)

$$= \left(-\frac{\sum q_i p_i}{1 + \sum q_i^2}\right) \left(1 + \sum q_i^2\right) + \sum p_i q_i = 0.$$

Thus, at this point we have

(7) \[ G = \begin{pmatrix} 1 & c & cs_1 + s_2 & \ldots & ct_i + u_i & \ldots \\ 0 & \mu & \mu a & \ldots & \mu (aq_i + p_i) & \ldots \\ 0 & 0 & \mu b & \ldots & \mu bq_i & \ldots \end{pmatrix}. \]

After cancelling out $\mu b$, the inner product of the first and third rows of $G$ shows that

(8) \[ 0 = c \left( s_1 + \sum t_i q_i \right) + s_2 + \sum u_i q_i = s_2 + \sum u_i q_i, \]

by (6). After cancelling out $\mu$, the inner product of the first and second rows of $G$ yields

$$0 = c + a(cs_1 + s_2) + \sum (ct_i + u_i)(aq_i + r_i)$$

$$= c \left(1 + a(s_1 + \sum t_i q_i) + \sum t_i r_i\right) + a \left(s_2 + \sum u_i q_i\right) + \sum u_i r_i$$

and since $s_1 + \sum t_i q_i = 0$ and $s_2 + \sum u_i q_i = 0$ by (6) and (8), it follows that

(9) \[ 0 = c \left(1 + \sum t_i r_i\right) + \sum u_i r_i. \]

We claim that $1 + \sum t_i r_i \neq 0$. To see this, assume the contrary, that is, let $1 + \sum t_i r_i = 0$. Then (9) implies that $\sum u_i r_i = 0$. Recalling that $r_i = u_i - s_2 q_i$ and $\sum u_i q_i = -s_2$, we obtain:

$$0 = \sum u_i (u_i - s_2 q_i) = \sum u_i^2 - s_2 \sum u_i q_i = \sum u_i^2 + s_2^2,$$

which is only possible if $s_2 = 0$ and $u_i = 0$ for all $i$. This means that $r_i = u_i - s_2 q_i = 0$ for all $i$, and hence

$$1 + \sum t_i r_i = 1,$$

which contradicts our assumption. Thus, $1 + \sum t_i r_i$ is indeed nonzero. So (9) implies that $c$ is rational. Finally, since the first and third rows of $G$ have equal norm, we obtain

$$1 + c^2 + (cs_1 + s_2)^2 + \sum (ct_i + u_i)^2 = \mu^2 b^2 \left(1 + \sum q_i^2\right),$$

which tells us that $\mu^2$ is rational.

In summary, $G$ is of the form (7) with $a, c, b^2, \mu, s_1, s_2, t_i, u_i, q_i, r_i$ rational. Taking this into account it can be checked directly that the inner products of any two columns of $G$ are rational numbers. Hence $\mathcal{F}$ is rational. \qed

Proof of Theorem 3. It suffices to prove (3). We have $\Lambda(\mathcal{F}) = \{Ga : a \in \mathbb{Z}^n\}$. The $j, k$ entry of $G^T G$ is $(f_j, f_k) = \pm 1/\alpha$ for $j \neq k$ and 1 for $j = k$. Consequently, $\alpha G^T G$ is an integer matrix. It follows that $\alpha \|Ga\|^2 = \alpha \langle G^T Ga, a \rangle$ has its values in \{0, 1, 2, \ldots\}. Thus, $\|Ga\|^2 \geq 1/\alpha$ whenever $Ga \neq 0$. \qed
Lemma 6. Let $\mathcal{F} = \{f_1, \ldots, f_n\}$ be a maximal unit $(n, k)$ ETF in $\mathbb{R}^k$, that is, $n = k(k + 1)/2$. Then $\mathcal{F}$ is a perfect set in $\mathbb{R}^k$.

Proof. We only need to show that the set

$\mathcal{F}^* := \{f_1 f_1^T, \ldots, f_n f_n^T\}$

is linearly independent. The following argument comes from the proof of Gerzon’s bound, as outlined, for instance, at the top of the second page of [1]. Treating the matrices $f_i f_i^T$ as vectors in $\mathbb{R}^{n^2}$, one can compute the inner products as

$\langle f_i f_i^T, f_j f_j^T \rangle = \langle f_i, f_j \rangle^2$,

which is $1/\alpha^2$ when $i \neq j$ and 1 when $i = j$. Thus, the Gram matrix of $\mathcal{F}^*$ is

$\left(1 - \frac{1}{\alpha^2}\right) I + \frac{1}{\alpha^2} J$,

where $J$ is the $n \times n$ matrix all entries of which are 1. The eigenvalues of this Gram matrix are $1 - \alpha^2 > 0$ and $1 - 1/\alpha^2 + n > 0$, so the matrix is invertible, which implies that $\mathcal{F}^*$ is linearly independent. $\square$

Proof of Theorem 4. Since $k > 3$ and $\mathcal{F}$ is maximal, we have $n = k(k + 1)/2 > 2k$. Hence $\alpha \in \mathbb{Z}$, and so $\Lambda(\mathcal{F})$ is a lattice by Proposition 1. Assuming $|\Lambda(\mathcal{F})| = 1$, we see that $\pm \mathcal{F} \subset S(\Lambda(\mathcal{F}))$. This inclusion implies that $\Lambda(\mathcal{F})$ is strongly eutactic and Lemma 6 tells us that the lattice is perfect. $\square$

Proof of Theorem 5. Let $\mathcal{L}$ be the Leech lattice. There is a normalization constant $\mu > 0$ such that the vectors of the unit $(276, 23)$ ETF $\mathcal{F}$ appear among the minimal vectors of the normalized Leech lattice $\mu \mathcal{L}$; see Section 16.3 of [3] as well as a reference to it in Section 3.1 of [9]. Thus, $\mathcal{F} \subset S(\mu \mathcal{L})$. It follows that $|\mu \mathcal{L}| \geq 1$ and that $\Lambda(\mathcal{F})$ is a sublattice of $\mu \mathcal{L}$. As the minimal vectors of a sublattice cannot be shorter than those of the lattice, we obtain that $|\Lambda(\mathcal{F})| \geq |\mu \mathcal{L}|$. In summary, $|\Lambda(\mathcal{F})| \geq 1$, and since $\mathcal{F} \subset S(\Lambda(\mathcal{F}))$, we arrive at the conclusion that $|\Lambda(\mathcal{F})| = 1$. The theorem is now immediate from Corollary 4. $\square$
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