Evolution of Mixed Dispersal in Periodic Environments
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Abstract
Random dispersal describes the movement of organisms between adjacent spatial locations. However, the movement of some organisms such as seeds of plants can occur between non-adjacent spatial locations and is thus non-local. We propose to study a mixed dispersal strategy, which is a combination of random dispersal and non-local dispersal. More specifically, we assume that a fraction of individuals in the population adopt random dispersal, while the remaining fraction assumes non-local dispersal. We investigate how such mixed dispersal affects the invasion of a single species and also how mixed dispersal strategy will evolve in spatially heterogeneous but temporally constant environment.
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1 Introduction
Dispersal of organisms has important consequence for population dynamics [4, 16]. Individual organisms disperse to search for food, to breed, to avoid predators, and etc. Dispersal usually means the movement of organisms from one location to another, and there are many forms of movement, e.g., random dispersal and non-local dispersal. The underlying mathematical assumption for random dispersal is that organisms can only move to its immediate surrounding neighborhood and the transition probabilities in all directions are the same. One of the pioneering works in studying random dispersal is [40].
See [1, 39] for more recent developments on the role of dispersal in biological invasions. Non-local dispersal, which is typical for the spatial spread of seeds of plants, assumes that organisms can travel for some distance and the transition probability from one location to another usually depends upon the distance the organisms traveled. For more background on non-local dispersal and related topics, see, e.g., [9, 28, 30]. There have been extensive studies on nonlocal diffusion models in recent years, almost exclusively for single species [2, 3, 5, 6, 7, 8, 10, 11, 12, 14, 24, 26, 27, 31, 33, 34], but see [20, 25] for two species. In this paper we propose to study a mixed dispersal strategy, which is a combination of both random dispersal and non-local dispersal. More specifically, we assume that a fraction of individuals in the population adopt random dispersal, while the remaining fraction assumes non-local dispersal. Our main goal is to investigate how the mixed dispersal affects the invasion of a single species and how the mixed dispersal strategies will evolve in spatially heterogeneous but temporally constant environment.

We assume that the environment will be spatially inhomogeneous and periodically varying in space. To facilitate our discussions, let \( p_i > 0 \) for \( 1 \leq i \leq N \). Set \( p = (p_1, \ldots, p_N) \). We say that a function \( \theta \) in \( \mathbb{R}^N \) is \( p \)-periodic if \( \theta(x_1, \ldots, x_i + p_i, \ldots, x_N) = \theta(x) \) for every \( x \in \mathbb{R}^N \) and \( 1 \leq i \leq N \). For the rest of the paper we will simply write \( \theta(x+p) = \theta(x) \) to indicate that \( \theta \) is \( p \)-periodic in \( \mathbb{R}^N \). Set \( D := (0, p_1) \times (0, p_2) \times \cdots \times (0, p_N) \).

Define a nonlocal operator \( K : C(\bar{D}) \to C(\bar{D}) \) by

\[
(Kw)(x) := \int_{\mathbb{R}^N} k(|x-y|)w(y)dy - w(x),
\]

where \( w \) is \( p \)-periodic in \( \mathbb{R}^N \), and the scalar function \( k(r) : [0, \infty) \to [0, \infty) \) is assumed to be smooth, monotone decreasing and has compact support. Moreover, \( k(r) \) satisfies \( \frac{1}{\omega_N} \int_0^\infty k(r)r^{N-1}dr = 1 \), where \( \omega_N \) denotes the area of the unit sphere in \( \mathbb{R}^N \). Note that \( \frac{1}{k(|x-y|)} \) is the probability of a non-local dispersing individual moving from location \( x \) to location \( y \).

We first consider the invasion of a single species which adopts a combination of random dispersal and nonlocal dispersal, in an environment which is temporally constant and periodically varying in space. The formal derivations from Section 2 yield the following integro-partial differential equation model for a single species:

\[
\frac{\partial w}{\partial t} = d\left[ \tau \Delta w + (1 - \tau)Kw \right] + wf(x, w), \quad t > 0, \ x \in \mathbb{R}^N \tag{1.1}
\]

where \( w(x, t) \) denotes the density of species at location \( x \) and time \( t \), \( \Delta = \sum_{i=1}^{N} \frac{\partial^2}{\partial x_i^2} \) is the Laplace operator in \( \mathbb{R}^N \) which accounts for random dispersal of species, \( d \) is a positive constant which measures the total number of dispersal individuals per unit time, and the constant \( \tau \) measures the fraction of individuals adopting random dispersal: \( \tau = 0 \) corresponds to the scenario when all individuals adopt non-local dispersal, while \( \tau = 1 \) represents the case when all individuals adopt random dispersal. We assume that \( \tau \in (0, 1] \) unless otherwise specified. The function \( f \) represents the growth rate of the species and is assumed to be continuous differentiable in all components. We assume that the environment is periodically varying in space by imposing that \( f \) is \( p \)-periodic in \( x \) component, i.e. \( f(x+p, w) = f(x, w) \).

Consider the invasion of a single species governed by (1.1) subject to the periodic boundary condition:

\[
w(t, x) = w(t, x + p), \quad t > 0, \ x \in \mathbb{R}^N. \tag{1.2}
\]
It is determined by the sign of the principal eigenvalue, denoted by \( \lambda_1(d, \tau, q) \), of the linear eigenvalue problem

\[
\begin{cases}
-d \left[ \tau \Delta \varphi + (1 - \tau) K \varphi \right] + q \varphi = \lambda \varphi & \text{in } \mathbb{R}^N, \\
\varphi(x) = \varphi(x + p) & \text{in } \mathbb{R}^N,
\end{cases}
\]

where function \( q(x) := -f_w(x, 0) \) and is thus also \( p \)-periodic (see Proposition 3.3 for the existence and characterization of \( \lambda_1(d, \tau, q) \)). If \( \lambda_1 \) is positive, then the equilibrium solution \( w = 0 \) of (1.1)-(1.2) is stable and the species cannot invade when rare. If \( \lambda_1 \) is negative, the equilibrium solution \( w = 0 \) is unstable and the species can invade when rare. Hence, the smaller \( \lambda_1 \), the easier for the species to invade. Therefore, it is of interest to study the monotonicity of \( \lambda_1 \) with respect to parameters \( d \) and \( \tau \).

**Theorem 1.1.** Suppose that \( q \) is non-constant, \( 0 < \tau_1 \leq \tau_2 \leq 1 \), and \( d_1, d_2 > 0 \).

(i) If

\[
\frac{d_1}{d_2} < \frac{1 + \frac{2\pi^2}{(\max_{1 \leq i \leq N} p_i)^2} - 1}{1 - \frac{1}{\max_{1 \leq i \leq N} p_i^2} - 1} \tau_2 \tau_1,
\]

then \( \lambda_1(d_1, \tau_1, q) < \lambda_1(d_2, \tau_2, q) \).

(ii) If

\[
\frac{d_1}{d_2} > \frac{\tau_2}{\tau_1},
\]

then \( \lambda_1(d_1, \tau_1, q) > \lambda_1(d_2, \tau_2, q) \).

The following result is an immediate consequence of part (i) of Theorem 1.1 for the case \( d_1 = d_2 \).

**Corollary 1.2.** For any given \( d \) and non-constant \( q \), if \( \max_{1 \leq i \leq N} p_i < \sqrt{2} \pi \), \( \lambda_1(d, \tau, q) \) is a strictly increasing function of \( \tau \) for \( \tau \in (0, 1] \).

Corollary 1.2 implies that when the period is suitably small, the smaller \( \tau \) is, the smaller \( \lambda_1 \) is, and thus the easier for the species to invade. Biologically, small period corresponds to the scenario when the habitat is fragmented as the environment (e.g., habitat quality) has larger spatial variation. As smaller \( \tau \) corresponds to the situation when the species has more tendency to adopt nonlocal dispersal, a consequence of Corollary 1.2 is that if the habitat is fragmented, it is advantageous for the species to adopt nonlocal dispersal in order to invade successfully.

It is natural to inquire whether \( \lambda_1 \) is always a strictly increasing function of \( \tau \). Both analytical example in Subsection 3.2 and numerical examples in Section 5 suggest that if the period is suitably large, \( \lambda_1 \) is not necessarily a monotone increasing function of \( \tau \). This suggests that when the habitat is not fragmented and the environment has small
spatial variation, adopting random dispersal could potentially be more advantageous for the invasion of a single species.

To further study the effect of mixed dispersal strategy on the invasion of species, we adopt an approach which is similar to that of Hastings [17]. We consider an integro-partial differential equation model for two competing species which are identical in their population dynamics except for their dispersal strategies: both species disperse by mixed dispersal which is a combination of random diffusion and non-local dispersal, but with different random dispersal and non-local dispersal rates. To be more specific, we consider the two species competition system

\[
\begin{align*}
\frac{\partial u}{\partial t} &= d_u \left[ \tau_1 \Delta u + (1 - \tau_1)Ku \right] + u \left[ a(x) - u - v \right] & \text{in } (0, \infty) \times \mathbb{R}^N, \\
\frac{\partial v}{\partial t} &= d_v \left[ \tau_2 \Delta v + (1 - \tau_2)Kv \right] + v \left[ a(x) - u - v \right] & \text{in } (0, \infty) \times \mathbb{R}^N,
\end{align*}
\]  

(1.6)

complemented with periodic boundary condition

\[
u(t, x + p) = u(t, x), \quad v(t, x + p) = v(t, x), \quad (t, x) \in (0, \infty) \times \mathbb{R}^N,
\]  

(1.7)

where functions \( u(t, x), v(t, x) \) are the densities of two species, \( d_u, d_v > 0 \) are their dispersal rates, respectively. Biologically, \( \tau_1, \tau_2 \) account for the probability of individuals of species \( u \) and \( v \) to adopt random diffusion, respectively; \( 1 - \tau_1, 1 - \tau_2 \) account for the probability of individuals of species \( u \) and \( v \) to adopt non-local dispersal, respectively. The function \( a(x) \) represents the habitat quality and we assume that \( a(x) \) is non-constant, positive and \( p \)-periodic in \( \mathbb{R}^N \) to reflect the spatial inhomogeneity of the environment. We assume that \( 0 < \tau_1, \tau_2 \leq 1 \), unless otherwise specified.

We first review some previous works related with system (1.6). Some of previous works focus on Neumann boundary conditions instead of the periodic boundary condition (1.7).

- When \( \tau_1 = \tau_2 = 1 \), system (1.6) reduces to the pure random dispersal case and was studied in [13]; see also [17]. It is shown in [13] that if \( d_u < d_v \), then for any positive initial data, \( u(x, t) \) converges to some positive function which is independent of the initial data, while \( v(x, t) \to 0 \) as \( t \to \infty \); i.e., the faster random disperser always goes to extinction.

- When \( \tau_1 = \tau_2 = 0 \), system (1.6) reduces to the pure nonlocal dispersal case and was first studied in [22]. It is shown recently in [20] that the faster nonlocal disperser always goes to extinction, similar to the result from [13] for random dispersal.

- The cases \((\tau_1, \tau_2) = (1, 0)\) and \((\tau_1, \tau_2) = (0, 1)\) correspond to the scenario when the movement of one species is purely by random walk while the other species adopts a non-local dispersal strategy. This case was studied in [25], where it is shown that for spatially periodic environments, the competitive advantage belongs to the species with much lower rate of dispersal.

In this paper, we will mainly focus on the mixed random and nonlocal dispersal case: \( 0 < \tau_1, \tau_2 < 1 \).
Let

\[ X = \{ u \in C(\mathbb{R}^N, \mathbb{R}) \mid u(x + p) = u(x), \ x \in \mathbb{R}^N, \ i = 1, \ldots, N \}, \]

\[ X^+ = \{ u \in X \mid u(x) \geq 0, \ x \in \mathbb{R}^N \}. \]

Then for any \((u_0, v_0) \in X \times X\), (1.6)-(1.7) has a unique (local) solution \((u(t, x; u_0, v_0), v(t, x; u_0, v_0))\) with \((u(0, x; u_0, v_0), v(0, x; u_0, v_0)) = (u_0(x), v_0(x))\). If \((u_0, v_0) \in X^+ \times X^+\), then \((u(t, x; u_0, v_0), v(t, x; u_0, v_0))\) exists for all \(t > 0\) and \((u(t, x; u_0, v_0), v(t, x; u_0, v_0)) \in X^+ \times X^+\) for \(t \geq 0\) (see Section 4 for detail).

Let \((u^*, 0), (0, v^*) \in X^+ \times X^+\) denote the semi-trivial steady state solutions of (1.6)-(1.7) (they always exist and are uniquely determined when \(a\) is positive; See also Section 4 for details).

To describe our results, set

\[
d^* := \begin{cases} 
\frac{\tau_2}{\tau_1}, & 0 < \tau_1 \leq \tau_2 \leq 1, \\
\frac{1 + [2\pi^2/\max_{1 \leq i \leq N} p_i^2 - 1]\tau_2}{1 + [2\pi^2/\max_{1 \leq i \leq N} p_i^2 - 1]\tau_1}, & 0 < \tau_2 \leq \tau_1 \leq 1
\end{cases}
\]

and

\[
d_* := \begin{cases} 
\frac{\tau_2}{\tau_1}, & 0 < \tau_2 \leq \tau_1 \leq 1, \\
\frac{1 + [2\pi^2/\max_{1 \leq i \leq N} p_i^2 - 1]\tau_2}{1 + [2\pi^2/\max_{1 \leq i \leq N} p_i^2 - 1]\tau_1}, & 0 < \tau_1 \leq \tau_2 \leq 1
\end{cases}
\]

It is easy to check that \(d^* \geq d_*\) for any \(\tau_1, \tau_2 \in (0, 1]\); Moreover, \(d^* = d_* = 1\) if \(\tau_1 = \tau_2\).

Our next result can be stated as follows.

**Theorem 1.3.** Suppose that \(a(x)\) is positive, non-constant, continuous and \(p\)-periodic, \(d_u, d_v\) are positive constants, and \(\tau_1, \tau_2 \in (0, 1]\). If \(d_u/d_v < d_*\), then \((u^*, 0)\) is globally asymptotically stable among all positive initial data; if \(d_u/d_v > d^*\), then \((0, v^*)\) is globally asymptotically stable among all positive initial data.

When \(\tau_1 = \tau_2\), as \(d_* = d^* = 1\), Theorem 1.3 implies that \((0, v^*)\) is globally asymptotically stable if \(d_v < d_u\), and \((u^*, 0)\) is globally asymptotically stable if \(d_u < d_v\). This is consistent with results from previous work on random diffusion [13] and non-local dispersal [20, 22]; i.e., the slower diffuser drives the faster diffuser to extinction. However, Theorem 1.3 contains more information: for example, if we regard \(d_u/d_v\) as a bifurcation parameter and let it vary from zero to infinity, two semi-trivial steady states will always exchange their stability, which suggests that the system has a branch of coexistence steady states for an interval of values of \(d_u/d_v\). Note that such interval, if exists, must be a subset of

\[
[d_*, d^*] = \begin{cases} 
\left[\frac{1 + [2\pi^2/\max_{1 \leq i \leq N} p_i^2 - 1]\tau_2}{1 + [2\pi^2/\max_{1 \leq i \leq N} p_i^2 - 1]\tau_1}, \frac{\tau_2}{\tau_1}\right] & \text{if } \tau_2 \geq \tau_1, \\
\left[\frac{\tau_2}{\tau_1}, \frac{1 + [2\pi^2/\max_{1 \leq i \leq N} p_i^2 - 1]\tau_2}{1 + [2\pi^2/\max_{1 \leq i \leq N} p_i^2 - 1]\tau_1}\right] & \text{if } \tau_1 \geq \tau_2.
\end{cases}
\]

If \(\tau_1 = \tau_2\), such interval shrinks to a point, i.e., \(d_u/d_v = 1\). It will be of interest to investigate how many times \((u^*, 0)\) and \((0, v^*)\) will exchange their stability and to study the structure of positive steady states.

One special but interesting case is particularly noteworthy:
Corollary 1.4. Suppose that \( a(x) \) is positive, non-constant, continuous and \( p \)-periodic. If \( \max_{1 \leq i \leq N} p_i \leq \sqrt{2\pi} \), \( d_u = d_v \) and \( 0 < \tau_1 < \tau_2 \leq 1 \), then \((u^*, 0)\) is globally asymptotically stable.

Biologically Corollary 1.4 means that non-local dispersal is preferred over random dispersal in such scenario, provided that \( \max_{1 \leq i \leq N} p_i \leq \sqrt{2\pi} \) which means that spatial variation of the environment is suitably large. It will be of interest to understand the case \( \max_{1 \leq i \leq N} p_i > \sqrt{2\pi} \). Our numerical simulation results from Section 5 suggest that if the period is suitably large, \( d_u = d_v \) and \( 0 < \tau_1 < \tau_2 \leq 1 \), then \((0, v^*)\) can be globally asymptotically stable. This shows that the evolution of the mixed dispersal strategy could depend on whether the habitat is fragmented, which echoes the discussions following Corollary 1.2.

The rest of this paper is organized as follows. Section 2 is devoted to the derivation of the mixed dispersal model for single species. In Section 3 we present some principal eigenvalue theory for mixed dispersal operator with periodic boundary condition and establish Theorem 1.1. Theorem 1.3 is established in Section 4, where some basic properties of the solutions of (1.6)-(1.7) are also collected. Section 5 is devoted to discussions and numerical simulations of eigenvalue problem (1.3) and the dynamics of (1.6)-(1.7).

2 Derivation of the continuous model for single species

In this section, we follow Hutson et al. [22] to derive a continuous model for a single species in \( \mathbb{R} \) which assumes both local and non-local movement. Following Hutson et al., we start with a discrete time and discrete space model and then let the sizes of time and space tend to zero. Divide the real line into intervals each with length \( \delta \) and discrete the time into steps of \( \tau \). Let \( u(i, t) \) denote the density of the species in the interval \( [i\delta, (i+1)\delta) \) and time \( t \). We assume that the individuals may adopt either local or nonlocal movement. More precisely, we assume that for any interval a fraction \( \gamma \) of individuals move to the left or right of the interval each with probability \( \frac{1}{2} \), and the other fraction (i.e., \( 1 - \gamma \)) of individuals can jump to any interval on the real line, where constant \( \gamma \in [0, 1] \). The change of the total number of individuals in the interval \( [i\delta, (i+1)\delta) \) between time \( t \) and \( t + \tau \), which is given by

\[
[u(i, t + \tau) - u(i, t)]\delta,
\]

is determined by two components:

(i) Local dispersal. Individuals in the intervals \( [(i-1)\delta, i\delta] \) and \( [(i+1)\delta, (i+2)\delta] \) will move to the interval \( [i\delta, (i+1)\delta] \) with probability \( \gamma/2 \), and the total number of these individuals are given by \( (\gamma/2)u(i-1, t)\Delta x \) and \( (\gamma/2)u(i+1, t)\Delta x \), respectively; individuals in the interval \( [i\delta, (i+1)\delta] \) will move out to its neighboring intervals with probability \( \gamma \), and the total number of these individuals is given by \( \gamma u(i, t)\Delta x \). The change of individuals in the interval \( [i\delta, (i+1)\delta] \) between time \( t \) and \( t + \tau \) due to local transport is given by

\[
\frac{\gamma \delta}{2}[u(i-1, t) + u(i+1, t) - 2u(i, t)].
\]

(ii) Nonlocal dispersal. Following Hutson et al. (pp. 487-488, [22]), we assume that the total number of individuals departing \([i\delta, (i+1)\delta]\) and arriving at \([j\delta, (j+1)\delta]\) is
proportional to the population size in the interval \([i \delta, (i + 1) \delta]\) which is \(u(i, t)\delta\), the size of \([j \delta, (j + 1) \delta]\) which is \(\delta\) and the amount of transit time which is \(\tau\). Let \(\alpha(j, i)\) be the proportionality constant. Then, the number of individuals arriving at \([i \delta, (i + 1) \delta]\) through nonlocal transport is given by

\[
(1 - \gamma) \sum_{j=-\infty, j \neq i}^{\infty} \alpha(i, j) u(j, t) \delta^2 \tau,
\]

and the number of individuals departing \([i \delta, (i + 1) \delta]\) through nonlocal transport is given by

\[
(1 - \gamma) \sum_{j=-\infty, j \neq i}^{\infty} \alpha(j, i) u(i, t) \delta^2 \tau.
\]

Hence,

\[
(u(i, t + \tau) - u(i, t)) \delta = \frac{\gamma \delta}{2} [u(i - 1, t) + u(i + 1, t) - 2u(i, t)]
\]

\[
+ (1 - \gamma) \sum_{j=-\infty, j \neq i}^{\infty} \alpha(i, j) u(j, t) \delta^2 \tau - (1 - \gamma) \sum_{j=-\infty, j \neq i}^{\infty} \alpha(j, i) u(i, t) \delta^2 \tau.
\]

Dividing the above equation by \(\delta \tau\), we have

\[
\frac{u(i, t + \tau) - u(i, t)}{\tau} = \frac{\gamma}{\tau} \delta^2 \frac{u(i - 1, t) + u(i + 1, t) - 2u(i, t)}{\delta^2}
\]

\[
+ (1 - \gamma) \sum_{j=-\infty, j \neq i}^{\infty} \alpha(i, j) u(j, t) \delta - (1 - \gamma) \sum_{j=-\infty, j \neq i}^{\infty} \alpha(j, i) u(i, t) \delta
\]

By letting \(\delta \to 0\), \(\tau \to 0\) with \(\delta^2 / \tau \to \eta > 0\), we have

\[
\frac{\partial u}{\partial t} = \gamma \eta u_{zz} + (1 - \gamma) \int_{-\infty}^{\infty} [\alpha(x, y) u(y, t) - \alpha(y, x) u(x, t)] \, dy.
\]

We shall assume throughout that the rate of transition between the various patches, \(\alpha(z, y)\) only depends on the distance between patches, i.e., \(\alpha(z, y) = \alpha(|z - y|)\). Set

\[
\rho = \int_{-\infty}^{\infty} \alpha(|x|) \, dx,
\]

and

\[
k(x) = \frac{\alpha(|x|)}{\rho},
\]

where the dispersal rate \(\rho\) represents the total number of the dispersing organisms per unit time. Then

\[
\frac{\partial u}{\partial t} = \gamma \eta u_{zz} + (1 - \gamma) \rho \left[ \int_{-\infty}^{\infty} k(z - y) u(y, t) \, dy - u(z, t) \right].
\]

Note that \(\eta\) and \(\rho\) have different units: \(\eta = \text{Length}^2 / \text{time}\) and \(\rho = \text{1/time}\). Following Hutson et al., we introduce another parameter and replace \(k(z)\) by

\[
\frac{1}{L^2} k \left( \frac{z}{L} \right),
\]
where $L$ is the spread which characterizes the non-local dispersal distance, then $u$ will satisfy

$$u_t = \gamma \eta u_{zz} + (1 - \gamma) \rho \left[ \frac{1}{L} \int_{-\infty}^{\infty} k(z-y)u(y,t) \, dy - u(z,t) \right].$$

Set $z = Lx$ and $w(x,t) = u(z,t)$, then $w(x,t)$ satisfies

$$w_t(x,t) = \gamma \frac{\eta}{L^2} w_{xx}(x,t) + (1 - \gamma) \rho \left[ \int_{-\infty}^{\infty} k(x-y) w(y,t) \, dy - w(x,t) \right].$$

Set $d = \gamma \frac{\eta}{L^2} + (1 - \gamma) \rho$ and $\tau = \gamma \eta / (L^2 d)$. The unit of $d$ is $1/time$ and $\tau$ is dimensionless. Then,

$$w_t = d \left\{ \tau w_{xx} + (1 - \tau) \left[ \int_{-\infty}^{\infty} k(x-y) w(y,t) \, dy - w(x,t) \right] \right\}. \quad (2.1)$$

If we add population dynamics to (2.1), we arrive at

$$w_t = d \left\{ \tau w_{xx} + (1 - \tau) \left[ \int_{-\infty}^{\infty} k(x-y) w(y,t) \, dy - w(x,t) \right] \right\} \right\} + wf(x,w), \quad (2.2)$$

which yields the integro-partial differential equation model (1.1) in the case $N = 1$ for a single species.

### 3 Principal eigenvalue for mixed dispersal operators

In this section, we first present some principal eigenvalue theory for mixed dispersal operators in periodic environment. Subsection 3.1 is devoted the proof of Theorem 1.1. In Subsection 3.2 we present some analytical example which suggests the non-monotonicity of the principal eigenvalue $\lambda_1(d, \tau, q)$ with respect to $\tau$.

Consider the eigenvalue problem

$$-d \left\{ \tau \Delta \varphi + (1 - \tau) \left[ \int_{\mathbb{R}^N} k(|y-x|) \varphi(y) - \varphi(x) \right] \right\} + q \varphi = \lambda \varphi \quad (3.1)$$

in $\mathbb{R}^N$, subject to periodic boundary condition $\varphi(x) = \varphi(x+p)$, where $d > 0$ and $\tau \in (0, 1]$ are constants, and function $q \in C(\mathbb{R}^N)$ and is $p$-periodic.

Let $X$ be as in (1.8) and $\sigma(-d(\tau \Delta + (1 - \tau) K) + q(\cdot) I)$ be the spectrum of the operator $-d(\tau \Delta + (1 - \tau) K) + q(\cdot) I$ in $X$, where $q(\cdot) I : X \to X$ is defined by $(q(\cdot) I u)(x) = q(x)u(x)$. $\lambda \in \mathbb{R}$ is called a principal eigenvalue of (3.1) or the operator $-d(\tau \Delta + (1 - \tau) K) + q(\cdot) I$ if $\lambda \in \sigma(-d(\tau \Delta + (1 - \tau) K) + q(\cdot) I)$ is an algebraically simple eigenvalue of the operator $-d(\tau \Delta + (1 - \tau) K) + q(\cdot) I$ with an eigenfunction $\varphi \in X^+$, and for any $\mu \in \sigma(-d(\tau \Delta + (1 - \tau) K) + q(\cdot) I)$ and $\mu \neq \lambda$, $\text{Re} \mu > \lambda$.

The following proposition, which is not difficult to prove, is about the positivity and compactness of the semigroup generated by $d(\tau \Delta + (1 - \tau) K) - q(\cdot) I$ on $X$ for $0 < \tau \leq 1$.

**Proposition 3.1.** For any given $0 < \tau \leq 1$, $d(\tau \Delta + (1 - \tau) K) - q(\cdot) I$ generates a strongly positive compact analytic semigroup on $X$. 
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Recall that $D = (0,p_1) \times (0,p_2) \times \cdots \times (0,p_N)$. Let
\[ L^2_{\text{per}}(D) = \{ u : \mathbb{R}^N \rightarrow \mathbb{R} \mid u(x + p) = u(x), u \in L^2(D) \}. \]
The following proposition shows that $-d(\tau \Delta + (1 - \tau)K) + q(\cdot)I$ is a self-adjoint operator on $L^2_{\text{per}}(D)$.

**Proposition 3.3.** $-d(\tau \Delta + (1 - \tau)K) + q(\cdot)I$ is a self-adjoint operator on $L^2_{\text{per}}(D)$.

**Proof.** It suffices to prove that $K$ a self-adjoint operator on $L^2_{\text{per}}(D)$. It follows from a result in [25] (see the proof of [25, Theorem 2.6]). In the following, we provide a simpler proof.

Set $\mathbb{Z}^N = \{(z_1, z_2, \cdots, z_N) \mid z_i \in \mathbb{Z} \}$ and for $z \in \mathbb{Z}^N$, $zp = (z_1p_1, z_2p_2, \cdots, z_Np_N)$. Then for any $u \in L^2_{\text{per}}(D)$, we have
\[
(Ku)(x) = \int_{\mathbb{R}^N} k(|y - x|)u(y)dy - u(x)
= \sum_{z \in \mathbb{Z}^N} \int_D k(|y + zp - x|)u(y + zp)dy - u(x)
= \int_D \left( \sum_{z \in \mathbb{Z}^N} k(|y + zp - x|) \right) u(y)dy - u(x).
\]
It then follows that
\[
\int_D (Ku)(x)v(x)dx = \int_D \int_D \left( \sum_{z \in \mathbb{Z}^N} k(|y + zp - x|)u(y)v(x)dydx - \int_D u(x)v(x)dx \right.
= \int_D \int_D \left( \sum_{z \in \mathbb{Z}^N} k(|x - zp - y|)v(x)u(y)dx dy - \int_D u(x)v(x)dx \right.
= \int_D \int_D \left( \sum_{z \in \mathbb{Z}^N} k(|x + zp - y|)v(x)u(y)dx dy - \int_D u(x)v(x)dx \right.
= \int_D (Kv)(x)u(x)dx.
\]

\[ \square \]

Let $\tilde{\sigma}(-d(\tau \Delta + (1 - \tau)K) + q(\cdot)I)$ be the spectrum of $-d(\tau \Delta + (1 - \tau)K) + q(\cdot)I$ acting on $L^2_{\text{per}}(D)$. Let
\[
\tilde{\lambda}_1(d, \tau, q) = \inf_{\varphi \in W^{2,1}(D) \setminus \{0\}} \frac{d \left[ \int_D |\nabla \varphi|^2 - (1 - \tau) \int_D K\varphi \cdot \varphi \right] + \int_D q\varphi^2}{\int_D \varphi^2}. \tag{3.2}
\]

**Proposition 3.3.**
1. $\sigma(-d(\tau \Delta + (1 - \tau)K) + q(\cdot)I) = \tilde{\sigma}(-d(\tau \Delta + (1 - \tau)K) + q(\cdot)I)$.
2. The principal eigenvalue, denoted by $\lambda_1(d, \tau, q)$, of $-d(\tau \Delta + (1 - \tau)K) + q(\cdot)I$ exists and
\[
\lambda_1(d, \tau, q) = \tilde{\lambda}_1(d, \tau, q).
\]
Remark 3.4. We remark that when $\tau = 0$, $-d(\tau \Delta + (1 - \tau)K) + q(\cdot)I$ (acting on $X$) may have no principal eigenvalue (see [25, 37] for such examples). But we do have the following proposition for the case $\tau = 0$, which is an analog of Proposition 3.3.

Proposition 3.2′ Suppose that $\tau = 0$.

1. If the principal eigenvalue $\lambda_1(d, \tau, q)$ of $-dK + q(\cdot)I$ exists, then $\lambda_1(d, \tau, q) = \tilde{\lambda}_1(d, \tau, q)$.

2. $\tilde{\lambda}_1(d, \tau, q) \in \sigma(-dK + q(\cdot)I) \cap \tilde{\sigma}(-dK + q(\cdot)I)$ and for any $\mu \in \sigma(-dK + q(\cdot)I) \cup \tilde{\sigma}(-dK + q(\cdot)I)$, $\Re \mu \geq \lambda_1(d, \tau, q)$.

Proof. (1) First, it is clear that $\lambda_1(d, 0, q), \tilde{\lambda}_1(d, 0, q) \in \tilde{\sigma}(-dK + q(\cdot)I)$ and $\lambda_1(d, 0, q) \geq \tilde{\lambda}(d, 0, q)$. It then suffices to prove that for any $\mu < \lambda_1(d, 0, q)$, $\mu \notin \tilde{\sigma}(-dK + q(\cdot)I)$.

Suppose that $\varphi \in X^+ \setminus \{0\}$ is a positive eigenfunction of $-dK + q(\cdot)I$ corresponding to $\lambda_1(d, 0, q)$, that is,

$$-d(K\varphi)(x) + q(x)\varphi(x) = \lambda_1(d, 0, q)\varphi(x), \quad x \in \mathbb{R}^N.$$ 

Let

$$(Ku)(x) = \int_{\mathbb{R}^N} k(|y - x|)u(y)dy \quad \text{for} \quad u \in X.$$ 

Let $x_0 \in \mathbb{R}^N$ be such that $q(x_0) = \min_{x \in \mathbb{R}^N} q(x)$. Note that $(K\varphi)(x_0) > 0$. We then have

$$\lambda_1(d, 0, q) < q_{\min}$$

where $q_{\min} = \min_{x \in \mathbb{R}^N} q(x)$. Fix any $\mu \in \mathbb{R}$ with $\mu < \lambda_1(d, 0, q)$. Then for any $f \in X$, there is a unique $u(f) \in X$ such that

$$-dKu(f) + (d + q(\cdot) - \mu)u(f) = f.$$ 

By $\mu < \lambda_1(d, 0, q) < d + q_{\min}$,

$$u(f) = \frac{f + dKu(f)}{d + q(\cdot) - \mu}.$$ 

Note that for any $g \in L^2_{\text{per}}(D)$, there are $f_n \in X$ such that

$$\|f_n - g\|_{L^2_{\text{per}}(D)} \to 0 \quad \text{as} \quad n \to \infty.$$ 

Let $u_n = u(f_n)$. We have

$$u_n = \frac{f_n + dKu_n}{d + q(\cdot) - \mu}.$$ 
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Observe that \( \{\tilde{K}u_n\} \) is a precompact subset of \( L^2_{\text{per}}(D) \). Hence there is \( \{u_{n_k}\} \subseteq \{u_n\} \) and \( u \in L^2_{\text{per}}(D) \) such that
\[
\|u_{n_k} - u\|_{L^2_{\text{per}}(D)} \to 0 \quad \text{as} \quad k \to \infty.
\]
This implies that
\[
u = \frac{g + d\tilde{K}u}{d + q(\cdot) - \mu},
\]
that is,
\[-dKu + (q(\cdot) - \mu)u = g.
\]
It then follows that \( \mu \notin \sigma(-dK + qI) \) and hence \( \lambda_1(d, 0, q) = \tilde{\lambda}_1(d, 0, q) \).

(2) For any \( q \in X \), let
\[
\lambda_0(d, 0, q) = \min \{\text{Re}\mu | \mu \in \sigma(-dK + qI)\}.
\]
It then suffices to prove that
\[
\lambda_0(d, 0, q) = \tilde{\lambda}_1(d, 0, q).
\]
Observe that there are \( q_n \in X \) such that \( q_n \in C^N(\mathbb{R}^N, \mathbb{R}) \),
\[
\|q_n - q\|_X \to 0 \quad \text{as} \quad n \to \infty,
\]
and the partial derivatives of \( q_n(\cdot) \) at \( x_0n \) up to order \( N - 1 \) are zero, where \( x_0n \in \mathbb{R}^N \) is such that \( q_n(x_0n) = \min_{x \in \mathbb{R}^N} q_n(x) \). By [37, Theorem B], \( \lambda_1(d, 0, q_n) \) exists. By [38, Lemma 3.1],
\[
\lambda_1(d, 0, q_n) \to \lambda_0(d, 0, q) \quad \text{as} \quad n \to \infty.
\]
Note that
\[
\tilde{\lambda}_1(d, 0, q_n) \to \tilde{\lambda}_1(d, 0, q) \quad \text{as} \quad n \to \infty.
\]
By (1), \( \lambda_1(d, 0, q_n) = \tilde{\lambda}_1(d, 0, q) \). It then follows that
\[
\tilde{\lambda}_0(d, 0, q) = \lambda_0(d, 0, q).
\]

\[\square\]

### 3.1 Proof of Theorem 1.1

We first derive some inequalities for periodic functions.

**Lemma 3.5.** Suppose that \( \theta \) is \( p \)-periodic and continuous. Then
\[
\int_D \int_{\mathbb{R}^N} k(|y - x|)\theta(y)\theta(x)dydx \leq \int_D \theta^2, \tag{3.3}
\]
where the equality holds if and only if \( \theta \) is a constant function.
Proof. For $p$-periodic function $u$, we have

$$
\int_D \int_{\mathbb{R}^N} k(|y - x|)\theta(y)\theta(x)dydx = \int_D \int_{\mathbb{R}^N} k(|z|)\theta(x + z)\theta(x)dzdx
$$

$$
= \int_{\mathbb{R}^N} k(|z|) \int_D \theta(x + z)\theta(x)dxdz
$$

$$
\leq \int_{\mathbb{R}^N} k(|z|)(\int_D \theta(x + z)^2dx)^{1/2}(\int_D \theta(x)^2dx)^{1/2})dz
$$

$$
= \int_D \theta(x)^2dx,
$$

where the equality holds if and only if $\theta(\cdot + z) = \theta(\cdot)$ for a.e. $z \in \mathbb{R}^N$. This together with the continuity of $\theta$ implies that $\theta \equiv \text{const.}$ \qed

Lemma 3.6. For any continuous $p$-periodic function $\theta$,

$$
\int_D \left[ \int_{\mathbb{R}^N} k(|y - x|)\theta(y) dy \right] \theta(x) dx \geq \frac{2}{|D|} \left( \int_D \theta \right)^2 - \int_D \theta^2,
$$

(3.4)

and equality holds if and only if $\theta$ is constant.

Proof. Set $\mathbb{Z}^N = \{(z_1, \ldots, z_N) : z_i \in \mathbb{Z}\}$. First, we expand

$$
\theta = \sum_{\lambda \in \mathbb{Z}^N} \left[ a_{\lambda} \cos 2\pi \left( \frac{\lambda}{p} \cdot x \right) + b_{\lambda} \sin 2\pi \left( \frac{\lambda}{p} \cdot x \right) \right],
$$

where $\lambda/p = (\lambda_1/p_1, \ldots, \lambda_N/p_N)$, and $(\lambda/p) \cdot x = \sum_{i=1}^N (\lambda_i/p_i)x_i$. Then

$$
\int_{\mathbb{R}^N} k(|y - x|)\theta(y) dy = \int_{\mathbb{R}^N} k(|z|)\theta(x + z) dz
$$

$$
= \sum_{\lambda \in \mathbb{Z}^N} \left[ a_{\lambda} \cos 2\pi \left( \frac{\lambda}{p} \cdot x \right) + b_{\lambda} \sin 2\pi \left( \frac{\lambda}{p} \cdot x \right) \right] \int_{\mathbb{R}^N} k(|z|) \cos 2\pi \left( \frac{\lambda}{p} \cdot z \right),
$$

where we used $\int_{\mathbb{R}^N} k(|z|) dz = 1$ and $\int_{\mathbb{R}^N} k(|z|) \sin 2\pi \left( \frac{\lambda}{p} \cdot z \right) dz = 0$. Therefore,

$$
\int_D \left[ \int_{\mathbb{R}^N} k(|y - x|)\theta(y) dy \right] \theta(x) dx = a_0^2|D| + \frac{|D|}{2} \sum_{\lambda \in \mathbb{Z}^N, \lambda \neq (0, \ldots, 0)} (a_{\lambda}^2 + b_{\lambda}^2) \cdot \int_{\mathbb{R}^N} k(|z|) \cos 2\pi \left( \frac{\lambda}{p} \cdot z \right),
$$

where $|D| = p_1 \cdots p_N$ and $a_0 = (1/|D|) \int_D \theta$. Note that

$$
\left| \int_{\mathbb{R}^N} k(|z|) \cos 2\pi \left( \frac{\lambda}{p} \cdot z \right) \right| < \int_{\mathbb{R}^N} k(|z|) dz = 1.
$$

Hence,

$$
\int_D \left[ \int_{\mathbb{R}^N} k(|y - x|)\theta(y) dy \right] \theta(x) dx \geq a_0^2|D| - \frac{|D|}{2} \sum_{\lambda \in \mathbb{Z}^N, \lambda \neq (0, \ldots, 0)} (a_{\lambda}^2 + b_{\lambda}^2),
$$
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with either equality holds if and only if \( a_\lambda = b_\lambda = 0 \) for every \( \lambda \neq (0, \ldots, 0) \), i.e. \( \theta \) is constant. Since
\[
\int_D \theta^2 = a_\lambda^2 |D| + \frac{|D|}{2} \sum_{\lambda \in \mathbb{Z}^N, \lambda \neq (0, \ldots, 0)} (a_\lambda^2 + b_\lambda^2),
\]
we see that (3.4) holds, and equality holds if and only if \( \theta \) is constant. □

**Lemma 3.7.** Suppose that \( \theta \in C^1(D) \) and \( \theta(x) \) is \( p \)-periodic. Then
\[
\int_D |\nabla \theta|^2 \geq \frac{4\pi^2}{(\max_{1 \leq i \leq N} p_i)^2} \int_D (\theta - \theta_0)^2,
\]
where \( \theta_0 = \int_D \theta |D| \).

**Proof.** If we expand \( \theta \) as
\[
\theta = \theta_0 + \sum_{\lambda \in \mathbb{Z}^N, \lambda \neq (0, \ldots, 0)} \left[ a_\lambda \cos 2\pi \left( \frac{\lambda}{p} \cdot x \right) + b_\lambda \sin 2\pi \left( \frac{\lambda}{p} \cdot x \right) \right],
\]
then
\[
\int_D (\theta - \theta_0)^2 = \frac{|D|}{2} \sum_{\lambda \in \mathbb{Z}^N, \lambda \neq (0, \ldots, 0)} (a_\lambda^2 + b_\lambda^2)
\]
and
\[
\int_D |\nabla \theta|^2 = 2\pi^2|D| \sum_{\lambda \in \mathbb{Z}^N, \lambda \neq (0, \ldots, 0)} (a_\lambda^2 + b_\lambda^2) \left( \sum_{i=1}^N \frac{\lambda_i^2}{p_i^2} \right)
\]
\[
\geq \frac{2\pi^2|D|}{(\max_{1 \leq i \leq N} p_i)^2} \sum_{\lambda \in \mathbb{Z}^N, \lambda \neq (0, \ldots, 0)} (a_\lambda^2 + b_\lambda^2)
\]
\[
\geq \frac{4\pi^2}{(\max_{1 \leq i \leq N} p_i)^2} \int_D (\theta - \theta_0)^2.
\]

**Proof of Theorem 1.1.** We first assume (1.4) and prove part (i). To this end we argue contradiction: Suppose that \( \lambda_1(d_1, \tau_1, q) \geq \lambda_1(d_2, \tau_2, q) \). Let \( \psi > 0 \) denote the eigenfunction corresponding to the eigenvalue \( \lambda_1(d_2, \tau_2, q) \) with \( \int_D \psi^2 = 1 \); i.e., \( \psi \) satisfies
\[
-d_2 \left\{ \tau_2 \Delta \psi + (1 - \tau_2) \left[ \int_{\mathbb{R}^N} k(|y - x|) \psi(y) - \psi(x) \right] \right\} + q \psi = \lambda_1(d_2, \tau_2, q) \psi
\]
in \( \mathbb{R}^N \), subject to periodic boundary condition \( \psi(x) = \psi(x + p) \). Since \( q \) is non-constant, we see that \( \psi \) is also non-constant. Multiplying the equation of \( \psi \) by \( \psi \) and integrating in \( D \), we have
\[
d_2 \left\{ \tau_2 \int_D |\nabla \psi|^2 - (1 - \tau_2) \left[ \int_D \int_{\mathbb{R}^N} k(|y - x|) \psi(y) \psi(x) - \int_D \psi^2 \right] \right\} + \int_D q \psi^2 = \lambda_1(d_2, \tau_2, q).
\]
By choosing \( \psi \) as the test function in (3.2), we have
\[
\lambda_1(d_1, \tau_1, q) \leq d_1 \left\{ \tau_1 \int_D |\nabla \psi|^2 - (1 - \tau_1) \left[ \int_D \int_{\mathbb{R}^N} k(|y - x|) \psi(y) \psi(x) - \int_D \psi^2 \right] \right\} + \int_D q \psi^2.
\]
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As $\lambda_1(d_1, \tau_1, q) \geq \lambda_1(d_2, \tau_2, q)$, we have
\[
\left( \tau_2 - \frac{d_1}{d_2} \tau_1 \right) \int_D |\nabla \psi|^2 \leq \left[ (1 - \tau_2) - \frac{d_1}{d_2} (1 - \tau_1) \right] \left[ \int_D \int_{\mathbb{R}^N} k(|y - x|) \psi(y) \psi(x) - \int_D \psi^2 \right]
\tag{3.5}
\]
We first show that
\[
(1 - \tau_2) - (d_1/d_2)(1 - \tau_1) \leq 0.
\tag{3.6}
\]
If not, suppose that
\[
d_1/d_2 (1 - \tau_1) - (1 - \tau_2) < 0.
\]
Since
\[
\int_D \int_{\mathbb{R}^N} k(|y - x|) \psi(y) \psi(x) - \int_D \psi^2 \leq 0,
\]
from (3.5) we have
\[
\left( \tau_2 - \frac{d_1}{d_2} \tau_1 \right) \int_0^1 |\nabla \psi|^2 \leq 0.
\]
As $\psi$ is non-constant, $\int_D |\nabla \psi|^2 > 0$. Hence, $\tau_2 - d_1/d_2 \tau_1 \leq 0$. Therefore, $d_1/d_2 \geq \tau_2/\tau_1$. This implies that
\[
d_1/d_2 (1 - \tau_1) - (1 - \tau_2) > \frac{\tau_2}{\tau_1} (1 - \tau_1) - (1 - \tau_2) = \frac{\tau_2 - \tau_1}{\tau_1} > 0,
\]
which is a contradiction. Hence, (3.6) holds.
Set $\bar{\psi} = \int_D \psi/|D|$. Since
\[
\int_D \int_{\mathbb{R}^N} k(|y - x|) \psi(y) \psi(x) - \int_D \psi^2 \geq 2|D|\bar{\psi}^2 - 2\int_D \psi^2
= -2\int_D (\psi - \bar{\psi})^2 \\
\geq -\left( \frac{\max_{1 \leq i \leq N} p_i}{2\pi^2} \right)^2 \int_D |\nabla \psi|^2,
\]
by (3.5) and (3.6) we have
\[
\left( \tau_2 - \frac{d_1}{d_2} \tau_1 \right) \int_D |\nabla \psi|^2 \leq \left( \frac{\max_{1 \leq i \leq N} p_i}{2\pi^2} \right)^2 \left[ \frac{d_1}{d_2} (1 - \tau_1) - (1 - \tau_2) \right] \int_D |\nabla \psi|^2.
\]
As $\int_D |\nabla \psi|^2 > 0$, we have
\[
\tau_2 - \frac{d_1}{d_2} \tau_1 \leq \left( \frac{\max_{1 \leq i \leq N} p_i}{2\pi^2} \right)^2 \left[ \frac{d_1}{d_2} (1 - \tau_1) - (1 - \tau_2) \right],
\]
i.e.,
\[
\frac{d_1}{d_2} \geq \frac{1 + [2\pi^2/(\max_{1 \leq i \leq N} p_i)^2 - 1] \tau_2}{1 + [2\pi^2/(\max_{1 \leq i \leq N} p_i)^2 - 1] \tau_1},
\]
which contradicts our assumption (1.4). This proves part (i).
Next we establish part (ii). Again, we argue by contradiction and suppose that \( \lambda_1(d_1, \tau_1, q) \leq \lambda_1(d_2, \tau_2, q) \). Let \( \varphi > 0 \) denote the eigenfunction corresponding to the eigenvalue \( \lambda_1(d_1, \tau_1, q) \) with \( \int_D \varphi^2 = 1 \); i.e., \( \varphi \) satisfies
\[
-d_1 \left\{ \tau_1 \Delta \varphi + (1 - \tau_1) \left[ \int_{\mathbb{R}^N} k(|y - x|)\varphi(y) - \varphi(x) \right] \right\} + q\varphi = \lambda_1(d_1, \tau_1, q)\varphi
\]
in \( \mathbb{R}^N \), subject to periodic boundary condition \( \varphi(x) = \varphi(x + p) \). Multiplying the equation of \( \varphi \) by \( \varphi \) and integrating in \( D \), we have
\[
d_1 \left\{ \tau_1 \int_D |\nabla \varphi|^2 - (1 - \tau_2) \left[ \int_D \int_{\mathbb{R}^N} k(|y - x|)\varphi(y)\varphi(x) - \int_D \varphi^2 \right] \right\} + \int_D q\varphi^2 = \lambda_1(d_1, \tau_1, q).
\]

By choosing the test function as \( \varphi \) in (3.2), we have
\[
\lambda_1(d_2, \tau_2, q) \leq d_2 \left\{ \tau_2 \int_D |\nabla \varphi|^2 - (1 - \tau_2) \left[ \int_D \int_{\mathbb{R}^N} k(|y - x|)\varphi(y)\varphi(x) - \int_D \varphi^2 \right] \right\} + \int_D q\varphi^2.
\]

As we assume that \( \lambda_1(d_1, \tau_1, q) \leq \lambda_1(d_2, \tau_2, q) \), we have
\[
\left( \tau_1 - \frac{d_2}{d_1} \tau_2 \right) \int_D |\nabla \varphi|^2 \leq \left[ (1 - \tau_1) - \frac{d_2}{d_1} (1 - \tau_2) \right] \left[ \int_D \int_{\mathbb{R}^N} k(|y - x|)\varphi(y)\varphi(x) - \int_D \varphi^2 \right] \tag{3.7}
\]

If \( d_1/d_2 > \tau_2/\tau_1 \), then
\[
(1 - \tau_1) - \frac{d_2}{d_1} (1 - \tau_2) \geq (1 - \tau_1) - \frac{\tau_1}{\tau_2} (1 - \tau_2) = \frac{\tau_2 - \tau_1}{\tau_2} \geq 0.
\]

Note that
\[
\int_D \int_{\mathbb{R}^N} k(|y - x|)\varphi(y)\varphi(x) - \int_D \varphi^2 < 0,
\]
where the strict inequality holds since \( \varphi \) is non-constant (as \( q \) is non-constant). We have
\[
\left( \tau_1 - \frac{d_2}{d_1} \tau_2 \right) \int_D |\nabla \varphi|^2 \leq 0.
\]
Since \( \varphi \) is non-constant, \( \int_D |\nabla \varphi|^2 > 0 \). Hence, \( \tau_1 - (d_2/d_1)\tau_2 \leq 0 \); i.e., \( d_1/d_2 \leq \tau_2/\tau_1 \), which contradicts the assumption in part (ii). This completes the proof of Theorem 1.1. □

### 3.2 Non-monotonicity of \( \lambda_1 \) in \( \tau \)

If the condition \( \max_{1 \leq i \leq N} p_i < \sqrt{2/\pi} \) is violated, the conclusions in Corollary 1.2 may not hold anymore. To this end, assume that \( N = 1 \). Set \( k_\delta(z) = k(|z|/\delta)/\delta \). For \( p \)-periodic function \( u \), we have
\[
\lim_{\delta \to \infty} \int_{-\infty}^{\infty} k_\delta(|y - x|)u(y)dy = \frac{1}{p} \int_0^p u(y)dy.
\]
which can be proved by expressing function \( u \) in terms of its Fourier series.
Therefore, for large $\delta$, the eigenvalue problem (3.1) with $k$ being replaced by $k\delta$ can be approximated by the following eigenvalue problem:

$$-d\left\{\tau\varphi_{xx} + (1 - \tau) \left[ \frac{1}{p} \int_{0}^{p} \varphi(y)dy - \varphi(x) \right] \right\} + q(x)\varphi = \lambda\varphi,$$

(3.9)

where $\varphi$ is $p$-periodic. Let $\lambda(d, \tau, \epsilon)$ be the principal eigenvalue of (3.9) with $q(x) = \epsilon \cos \frac{2\pi x}{p}$. The following result shows that $\lambda(1, \tau, \epsilon)$ may not be monotonically increasing in $\tau$ when $p > 2\pi$.

**Lemma 3.8.** Suppose that $q(x) = \epsilon \cos \frac{2\pi x}{p}$. If $p > 2\pi$, then for $0 < \epsilon \ll 1$, $\lambda(1, 1, \epsilon) < \lambda(1, 0, \epsilon)$.

**Proof.** First, consider

$$-\varphi_{xx} + \epsilon \cos \frac{2\pi x}{p} \varphi = \lambda\varphi, \quad 0 < x < p,$$

(3.10)

subject to periodic condition $\varphi(x + p) = \varphi(x)$. Assume that $u(x)$ is the positive principal eigenfunction of (3.10) uniquely determined by $\bar{u} := \frac{1}{p} \int_{0}^{p} u(x) dx = 1$. Let

$$\lambda(1, 1, \epsilon) = \epsilon \lambda_1 + \epsilon^2 \lambda_2 + \cdots$$

and

$$u(x) = u_0(x) + \epsilon u_1(x) + \epsilon^2 u_2(x) + \cdots.$$

Then we have

$$-u_{0xx} = 0;$$

(3.11)

$$-u_{1xx} + \cos \frac{2\pi x}{p} u_0 = \lambda_1 u_0;$$

(3.12)

$$-u_{2xx} + \cos \frac{2\pi x}{p} u_1 = \lambda_1 u_1 + \lambda_2 u_0.$$  

(3.13)

By (3.11), $u_0 \equiv 1$. This together with (3.12) implies that $\lambda_1 = 0$ and

$$-u_{1xx} + \cos \frac{2\pi x}{p} = 0.$$

Hence

$$u_1 = -\frac{p^2}{4\pi^2} \cos \frac{2\pi x}{p}.$$

This together with (3.13) implies that

$$-u_{2xx} - \frac{p^2}{4\pi^2} \cos^2 \frac{2\pi x}{p} = \lambda_2,$$

and hence

$$\lambda_2 = -\frac{1}{p^2} \frac{p^2}{4\pi^2} \int_{0}^{p} \cos^2 \frac{2\pi x}{p} dx = -\frac{1}{2} \frac{p^2}{4\pi^2}.$$
Therefore,
\[
\lambda(1, 1, \epsilon) = \epsilon^2 \left[ -\frac{p^2}{8\pi^2} + O(\epsilon) \right].
\] (3.14)

Next, consider
\[
-(\bar{u} - u) + \epsilon \cos \frac{2\pi x}{p} u = \lambda u, \quad 0 < x < p.
\] (3.15)

Let \( u(x) \) be the positive principal eigenfunction of (3.15) with \( \bar{u} = 1 \). Let
\[
\lambda(1, 0, \epsilon) = \epsilon \lambda_1 + \epsilon^2 \lambda_2 + \cdots
\]
and
\[
u(x) = u_0 + \epsilon u_1 + \epsilon^2 u_2 + \cdots
\]

Then
\[
-(\bar{u}_0 - u_0) = 0;
\] (3.16)
\[
-(\bar{u}_1 - u_1) + \cos \frac{2\pi x}{p} u_0 = \lambda_1 u_0;
\] (3.17)
\[
-(\bar{u}_2 - u_2) + \cos \frac{2\pi x}{p} u_1 = \lambda_1 u_1 + \lambda_2 u_0.
\] (3.18)

By (3.16), \( u_0 \equiv 1 \). Then by (3.17), \( \lambda_1 = 0 \) and \( u_1 = -\cos \frac{2\pi x}{p} \). This together with (3.18) implies that
\[
\lambda_2 = -\frac{1}{p} \int_0^p \cos^2 \frac{2\pi x}{p} dx = -\frac{1}{2}.
\]

Hence
\[
\lambda(1, 0, \epsilon) = \epsilon^2 \left[ -\frac{1}{2} + O(\epsilon) \right].
\] (3.19)

By (3.14) and (3.19), if \( p > 2\pi \), then \( \lambda(1, 1, \epsilon) < \lambda(1, 0, \epsilon) \) for \( \epsilon \ll 1 \). \( \square \)

4 Two species competition model with mixed dispersals in periodic environment

This section is devoted to the study of the two species competition system (1.6)-(1.7). In Subsection 4.1 we collect some basic properties of competition models with mixed dispersals. Theorem 1.3 is established in Subsection 4.2.

4.1 Basic properties of competition models with mixed dispersals

Let \( X \) and \( X^+ \) be defined as in (1.8), and \( X^{++} := \text{Int}(X^+) = \{ u \in X^+ \mid u(x) > 0, \ x \in \mathbb{R}^N \} \). For \((u_1, v_1), (u_2, v_2) \in X \times X\), we define
\[
(u_1, v_1) \leq_1 (u_2, v_2) \quad \text{if} \quad (u_2 - u_1, v_2 - v_1) \in X^+ \times X^+,
\] (4.1)
\[
(u_1, v_1) \ll_1 (u_2, v_2) \quad \text{if} \quad (u_2 - u_1, v_2 - v_1) \in X^{++} \times X^{++},
\] (4.2)
and
\[
(u_1, v_1) \leq_2 (u_2, v_2) \quad \text{if} \quad (u_2 - u_1, v_1 - v_2) \in X^+ \times X^+,
\] (4.3)
The notions \((u_1, v_1) \geq_1 (u_2, v_2)\) and \((u_1, v_1) \geq_2 (u_2, v_2)\) are understood in the obvious way.

By general semigroup theory [36], for any \((u_0, v_0) \in X \times X\), (1.6) has a unique (local) solution \((u(t,x; u_0, v_0), v(t,x; u_0, v_0))\) with \((u(0,x; u_0, v_0), v(0,x; u_0, v_0)) = (u_0(x), v_0(x))\).

It is easy to see that for any \(u_0, v_0 \in X\), \((u(t,x; u_0, v_0), v(t,x; u_0, v_0)) = (u(t,x; u_0, v_0), 0)\) and \((u(t,x; 0, v_0), v(t,x; 0, v_0)) = (0, v(t,x; v_0))\), where \(u(t,x; u_0)\) and \(v(t,x; v_0)\) are the solutions of

\[
\begin{cases}
  u_t = d_u \left\{ \tau_1 u + (1 - \tau_1) \int_{\mathbb{R}^N} k(|y - x|)u(t,y)dy - u(t,x) \right\} + (a - u - v), \\
  v(t,x + p) = u(t,x),
\end{cases}
\]

and

\[
\begin{cases}
  v_t = d_v \left\{ \tau_2 v + (1 - \tau_2) \int_{\mathbb{R}^N} k(|y - x|)v(t,y)dy - v(t,x) \right\} + (a - u - v), \\
  v(t,x + p) = v(t,x),
\end{cases}
\]

where \(t > 0\) and \(x \in \mathbb{R}^N\), and \(u(0,x; u_0) = u_0(x)\) and \(v(0,x; v_0) = v_0(x)\), respectively.

We call \((u(t,x; v(t,x)))\) a super-solution (sub-solution) of (1.6) on \([0,\infty)\) if it is continuous in \((t,x) \in [0,\infty) \times \mathbb{R}^N\), \((u(t,\cdot), v(t,\cdot)) \in X \times X\) for \(t \geq 0\), and

\[
\begin{cases}
  u_t \geq (\leq) d_u \left\{ \tau_1 u + (1 - \tau_1) \int_{\mathbb{R}^N} k(|y - x|)u(t,y)dy - u(t,x) \right\} + (a - u - v), \\
  v_t \leq (\geq) d_v \left\{ \tau_2 v + (1 - \tau_2) \int_{\mathbb{R}^N} k(|y - x|)v(t,y)dy - v(t,x) \right\} + (a - u - v)
\end{cases}
\]

for \(t > 0\).

**Proposition 4.1.** (1) If \((0,0) \leq_1 (u_i(t,\cdot), v_i(t,\cdot))\) for \(i = 1,2\), \((u_1(0,\cdot), v_1(0,\cdot)) \leq_2 (u_2(0,\cdot), v_2(0,\cdot))\), and \((u_1(t,x), v_1(t,x))\) is a sub-solution and \((u_2(t,x), v_2(t,x))\) is a super-solution of (1.6) on \([0,\infty)\), then \((u_1(t,\cdot), v_1(t,\cdot)) \leq_2 (u_2(t,\cdot), v_2(t,\cdot))\) for \(t \in (0,\infty)\).

(2) If \((u_0, v_0) \in X^+ \times X^+\), then \((u(t,\cdot; u_0, v_0), v(t,\cdot; u_0, v_0))\) exists for all \(t \geq 0\) and \((u(t,\cdot; u_0, v_0), v(t,\cdot; u_0, v_0)) \in X^+ \times X^+\) for \(t \geq 0\).

(3) If \((u_1, v_1), (u_2, v_2) \in X^+ \times X^+\), \(v(t,\cdot; u_1, v_1)\), \(v(t,\cdot; u_2, v_2)\) satisfies that \((u_1, v_1) \leq_1 (u_2, v_2)\), then \((u(t,\cdot; u_1, v_1), v(t,\cdot; u_1, v_1)) \leq_2 (u(t,\cdot; u_2, v_2), v(t,\cdot; u_2, v_2))\) for \(t \geq 0\). Moreover, if \((u_1, v_1) \neq (u_2, v_2)\) and \(v_1, v_2 \neq 0\), then \((u(t,\cdot; u_1, v_1), v(t,\cdot; u_1, v_1)) \leq_2 (u(t,\cdot; u_2, v_2), v(t,\cdot; u_2, v_2))\) for \(t > 0\).

**Proof.** It follows from the similar arguments in [25, Lemma 5.1] and [20, Proposition 3.1].

The following assumption is related with the existence of semi-trivial steady states of system (1.6)-(1.7).

**\((H1)\)** \(\lambda_1(d_u, \tau_1, a) < 0\) and \(\lambda_2(d_v, \tau_2, -a) < 0\).

Under assumption \((H1)\), we have
\textbf{Proposition 4.2.} Suppose that (H1) holds. Then (1.6)-(1.7) has two semi-trivial steady state solutions \((u^*(\cdot), 0) \in X^+ \times \{0\}\) and \((0, v^*(\cdot)) \in \{0\} \times X^+\). Moreover, for any \(u_0, v_0 \in X^+\) with \(u_0, v_0 \neq 0\), \((u(t, \cdot; u_0, v_0), 0) \to (u^*, 0)\) and \((0, v(t, \cdot; u_0, v_0)) \to (0, v^*)\) as \(t \to \infty\).

\textit{Proof.} It follows from the arguments in [25, Theorem 3.2]. \hfill \square

In the rest of this section, we assume that (H1) holds.

The linear stability of \((u^*, 0)\) is determined by the principal eigenvalue of the eigenvalue problem

\[
\begin{aligned}
&-d_u \{\tau_2 \Delta \varphi + (1 - \tau_2) K \varphi\} + (a - u^*) \varphi = \lambda \varphi \quad \text{in } \mathbb{R}^N, \\
&\varphi(x + p) = \varphi(x) \quad \text{in } \mathbb{R}^N.
\end{aligned}
\] (4.7)

We say that \((u^*, 0)\) is \textit{linearly unstable} if \(\lambda_1(d_u, \tau_2, -(a - u^*)) < 0\), and \textit{linearly stable} if \(\lambda_1(d_u, \tau_2, -(a - u^*)) > 0\). We say that \((u^*, 0)\) is \textit{globally asymptotically stable} if for any \((u_0, v_0) \in (X^+ \setminus \{0\}) \times (X^+ \setminus \{0\})\), \((u(t, \cdot; u_0, v_0), v(t, \cdot; u_0, v_0)) \to (u^*, 0)\) as \(t \to \infty\).

Similarly, the linear stability of \((0, v^*)\) is determined by the principal eigenvalue of the eigenvalue problem

\[
\begin{aligned}
&-d_u \{\tau_1 \Delta \psi + (1 - \tau_1) K \psi\} + (a - v^*) \psi = \lambda \psi \quad \text{in } \mathbb{R}^N, \\
&\psi(x + p) = \psi(x) \quad \text{in } \mathbb{R}^N.
\end{aligned}
\] (4.8)

We say that \((0, v^*)\) is \textit{linearly unstable} if \(\lambda_1(d_u, \tau_1, -(a - v^*)) < 0\) and \textit{linearly stable} if \(\lambda_1(d_u, \tau_1, -(a - v^*)) > 0\).

\textbf{Proposition 4.3.} \begin{enumerate}
\item If \(\lambda_1(d_u, \tau_2, -(a - u^*)) < 0\), then there is \(\varphi^* \in X^+\) such that for any \(0 < \epsilon_1, \epsilon_2 \ll 1\),
\[
(u(t_2, \cdot; u_{\epsilon_1}, v_{\epsilon_2}), v(t_2, \cdot; u_{\epsilon_1}, v_{\epsilon_2})) \ll 2 (u(t_1, \cdot; u_{\epsilon_1}, v_{\epsilon_2}), v(t_1, \cdot; u_{\epsilon_1}, v_{\epsilon_2}))
\]
for \(0 < t_1 < t_2\), where \((u_{\epsilon_1}, v_{\epsilon_2}) = (u^* + \epsilon_1 u^*, \epsilon_2 v^*)\).
\item If \(\lambda_1(d_u, \tau_1, -(a - v^*)) < 0\), then there is \(\psi^* \in X^+\) such that for any \(0 < \epsilon_1, \epsilon_2 \ll 1\),
\[
(u(t_2, \cdot; u_{\epsilon_1}, v_{\epsilon_2}), v(t_2, \cdot; u_{\epsilon_1}, v_{\epsilon_2})) \gg 2 (u(t_1, \cdot; u_{\epsilon_1}, v_{\epsilon_2}), v(t_1, \cdot; u_{\epsilon_1}, v_{\epsilon_2}))
\]
for \(0 < t_1 < t_2\), where \((u_{\epsilon_1}, v_{\epsilon_2}) = (\epsilon_1 \psi^*, v^* + \epsilon_2 v^*)\).
\end{enumerate}

\textit{Proof.} (1) Let \(\varphi^*\) be the positive principal eigenfunction of (4.7) with \(\|\varphi^*\| = 1\). It is not difficult to see that \((u, v) = (u^* + \epsilon_1 u^*, \epsilon_2 v^*)\) is a (nontrivial) super-solution of (1.6) for \(0 < \epsilon_1, \epsilon_2 \ll 1\). (1) then follows from Proposition 4.1.

(2) Let \(\psi^*\) be positive principal eigenfunction of (4.8) with \(\|\psi^*\| = 1\). Similarly, it is not difficult to see that \((u, v) = (\epsilon_1 \psi^*, v^* + \epsilon_2 v^*)\) is a (nontrivial) sub-solution of (1.6) for \(0 < \epsilon_1, \epsilon_2 \ll 1\). (2) then also follows from Proposition 4.1. \hfill \square

\textbf{Proposition 4.4.} \begin{enumerate}
\item If \(\lambda_1(d_u, \tau_2, -(a - u^*)) < 0\) and (1.6)-(1.7) has no steady state solution \((u^{**}, v^{**}) \in X^+ \times X^+\), then \((0, v^*)\) is globally asymptotically stable.
\item If \(\lambda_1(d_u, \tau_1, -(a - v^*)) < 0\) and (1.6)-(1.7) has no steady state solution \((u^{**}, v^{**}) \in X^+ \times X^+\), then \((u^*, 0)\) is globally asymptotically stable.
\end{enumerate}
Proof. (1) For any $0 < \epsilon_1, \epsilon_2 \ll 1$, let $(u_{\epsilon_1}, v_{\epsilon_2})$ be as in Proposition 4.3. Then by the regularity of solutions to parabolic equations, there is $(u^{**}, v^{**}) \in X^+ \times X^+$ such that $u(t, \cdot; u_{\epsilon_1}, v_{\epsilon_2}), v(t, \cdot; u_{\epsilon_1}, v_{\epsilon_2}) \to (u^{**}, v^{**})$ as $t \to \infty$. Since (1.6)-(1.7) has no steady state solution in $X^{++} \times X^{++}$, we must have $(u^{**}, v^{**}) = (0, v^*)$. Now for any $(u_0, v_0) \in (X^+ \setminus \{0\}) \times (X^+ \setminus \{0\})$, there are $0 < \epsilon_1, \epsilon_2 \ll 1$ and $T > 0$ such that

$$(u(T, \cdot; u_0, v_0), v(T, \cdot; u_0, v_0)) \ll_2 (u_{\epsilon_1}, v_{\epsilon_2}).$$

It then follows that $(u(t, \cdot; u_0, v_0), v(t, \cdot; u_0, v_0)) \to (0, v^*)$ as $t \to \infty$. Therefore, $(0, v^*)$ is globally asymptotically stable.

(2) It can be proved by the similar arguments as in (1). \]

\[\Box\]

Remark 4.5. If $\tau_1 = 0$ or $\tau_2 = 0$, principal eigenvalue of $-d_aK-a(\cdot)I$ or $-d_vK-a(\cdot)I$ may not exist. But Propositions 4.2-4.4 still hold under (H1) with $\lambda_1(d_a, \tau_1, -a) < 0$ and $\lambda_2(d_v, \tau_2, -a) < 0$ being replaced by $\tilde{\lambda}_1(d_a, \tau_1, -a) < 0$ and $\tilde{\lambda}_2(d_v, \tau_2, -a) < 0$, respectively. More precisely, we have the following analogues of Propositions 4.2-4.4.

**Proposition 4.2** Assume that $\tau_1 = 0$ or $\tau_2 = 0$ and $\tilde{\lambda}_1(d_u, \tau_1, -a) < 0$ and $\tilde{\lambda}_2(d_v, \tau_2, -a) < 0$. Then (1.6)-(1.7) has two semi-trivial steady state solutions $(u^*\cdot, 0) \in X^{++} \times \{0\}$ and $(0, v^*\cdot) \in \{0\} \times X^{++}$. Moreover, for any $u_0, v_0 \in X^+$ with $u_0, v_0 \neq 0$, $(u(\cdot; u_0, v_0), v(\cdot; u_0, v_0)) \to (u^*, 0)$ and $(0, v(t, \cdot; u_0, v_0)) \to (0, v^*)$ as $t \to \infty$.

**Proof.** It follows from the arguments in [38, Theorem C]. \]
(2) If \( \tilde{\lambda}_1(d_u, \tau_1, -(a - v^*)) < 0 \) and (1.6)-(1.7) has no steady state solution \((u^{**}, v^{**}) \in X^+ \times X^+\), then \((u^*, 0)\) is globally asymptotically stable.

**Proof.** (1) By Proposition 4.3, for given \(0 < \epsilon_1, \epsilon_2 \ll 1\), there are bounded measurable functions \(u^{**}, v^{**} : \bar{D} \to \mathbb{R}^+\) such that \(u(t; x; u_{e_1}, v_{e_2}), v(t; x; u_{e_1}, v_{e_2}) \to (u^{**}(x), v^{**}(x))\) as \(t \to \infty\) for each \(x \in \bar{D}\), where \((u_{e_1}, v_{e_2})\) is as in Proposition 4.3 (1). We claim that \((u^{**}, v^{**}) \in X^+ \times X^+\), \((u^{**}, v^{**}) = (0, v^*)\), and prove this for the case \(\tau_1 = \tau_2 = 0\) (other cases can be proved by the regularity of solutions to parabolic equations and are similar to Proposition 4.4 (1)). In fact, if \(\tau_1 = \tau_2 = 0\), then

\[
\begin{cases}
d_uKu^{**}(x) + u^{**}(x)(a(x) - u^{**}(x) - v^{**}(x)) = 0 & \text{in } \mathbb{R}^N, \\
d_vKv^{**}(x) + v^{**}(x)(a(x) - u^{**}(x) - v^{**}(x)) = 0 & \text{in } \mathbb{R}^N.
\end{cases}
\]  

(4.9)

Observe that \(v^{**}(x) \geq \delta_0\) for all \(x \in \bar{D}\) and some \(\delta_0 > 0\). By \(\tilde{\lambda}_1(d_u, \tau_2, -(a - u^*)) < 0\), \(d_u \neq d_v\). If \(d_u < d_v\), by [20, Theorem F], \((u^*, 0)\) is globally asymptotically stable. This implies that \((u^{**}, v^{**}) = (u^*, 0)\), which contradicts to \(v^{**}(x) > 0\) for \(x \in \mathbb{R}^N\). Hence we must have \(d_u > d_v\). Then by [20, Theorem F] again, \((0, v^*)\) is globally asymptotically stable and then \((u^{**}, v^{**}) = (0, v^*) \in X^+ \times X^+\).

(2) It can be proved similarly. \(\square\)

### 4.2 Proof of Theorem 1.3

We first establish the non-existence of positive steady state of (1.6)-(1.7) when \(d_u/d_v \notin [d_u, d^*]\). In this connection, we argue by contradiction. Suppose that \((u, v)\) is a positive steady state of (1.6)-(1.7), i.e., \(u, v > 0\) satisfy

\[
\begin{cases}
d_u\left[\tau_1 \Delta u + (1 - \tau_1)Ku\right] + u(a(x) - u - v) = 0 & \text{in } \mathbb{R}^N, \\
d_v\left[\tau_2 \Delta v + (1 - \tau_2)Kv\right] + v(a(x) - u - v) = 0 & \text{in } \mathbb{R}^N,
\end{cases}
\]

with periodic boundary conditions \(u(x) = u(x + p)\) and \(v(x) = v(x + p)\). Hence,

\[
\lambda_1(d_u, \tau_1, q) = \lambda(d_v, \tau_2, q) = 0,
\]  

(4.10)

where \(q = -a + u + v\). We claim that \(q\) is non-constant. If not, suppose that \(q = C\) for some constant \(C\). Integrating the equation of \(u\) in \(D\), we see that \(C \int_D u = 0\). Since \(u > 0\) in \(D\), \(C = 0\). Hence, \(u\) satisfies

\[
\tau_1 \Delta u + (1 - \tau_1) \int_{\mathbb{R}^N} k(|y - x|)u(y)dy - u(x) = 0.
\]

Multiplying the above equation by \(u\) and integrating in \(D\), we have

\[
\tau_1 \int_D |\nabla u|^2 + (1 - \tau_1) \left[ \int_D u^2 - \int_D \int_{\mathbb{R}^N} k(|y - x|)u(y)u(x)dxdy \right] = 0.
\]

Note that \(\int_D |\nabla u|^2 \geq 0\), with equality holds if and only if \(u\) is constant. By Lemma 3.5,

\[
\int_D u^2 - \int_D \int_{\mathbb{R}^N} k(|y - x|)u(y)u(x)dxdy \geq 0,
\]
with equality holds if and only of $u$ is constant. Since $\tau_1 \in (0, 1]$, the only possibility is that $u$ is a constant function. Similarly, we can show that $v$ is a constant function. As $-a + u + v = 0$, it implies that $a$ is also a constant function, which contradicts our assumption that $a$ is non-constant. This contradiction shows that $q$ is non-constant.

For the case $0 < \tau_1 \leq \tau_2 \leq 1$, $d_u/d_v < d_*$ is equivalent to (1.4) and $d_u/d_v > d^*$ is equivalent to (1.5), with $d_1, d_2$ being replaced by $d_u, d_v$, respectively. By part (i) of Theorem 1.1, as $q = -a + a + v$ is non-constant, we see that if (1.4) holds, then $\lambda_1(d_u, \tau_1, q) < \lambda_1(d_v, \tau_2, q)$. Similarly, by part (ii) of Theorem 1.1, if (1.5) holds, $\lambda_1(d_u, \tau_1, q) > \lambda_1(d_v, \tau_2, q)$. However, these conclusions contradict (4.10). This shows that for the case $0 < \tau_1 \leq \tau_2 \leq 1$, system (1.6)-(1.7) has no positive steady state if $d_u/d_v \not\in [d_*, d^*]$. The case $0 < \tau_2 \leq \tau_1 \leq 1$ is identical to the case $0 < \tau_1 \leq \tau_2 \leq 1$, so we omit the proof.

Next we show that if $d_u/d_v < d_*$, then $(0, v^*)$ is linearly unstable. We argue by contradiction and suppose that $(0, v^*)$ is not linearly unstable. Then $\lambda_1(d_u, \tau_1, -a + v^*) \geq 0$. By the equation of $v^*$, we have $\lambda_1(d_u, \tau_2, -a + v^*) = 0$. Therefore, $\lambda_1(d_u, \tau_1, -a + v^*) \geq \lambda_1(d_v, \tau_2, -a + v^*)$. Since $a$ is non-constant, we see that $-a + v^*$ is non-constant. As $d_* \leq 1$, $d_u/d_v < d_*$ implies that $d_u < d_v$. By part (i) of Theorem 1.1, $\lambda_1(d_u, \tau_1, -a + v^*) < \lambda_1(d_v, \tau_2, -a + v^*)$, which is contradictory. Hence, if $d_u/d_v < d_*$, $(0, v^*)$ is unstable. Similarly, we can show that if $d_u/d_v > d^*$, $(u^*, 0)$ is linearly unstable.

The global asymptotic stability of $(u^*, 0)$ (when $d_u/d_v < d_*$) follows from the nonexistence of positive steady state and linear instability of $(0, v^*)$ (see Proposition 4.4). Similarly, the global asymptotic stability of $(0, v^*)$ (when $d_u/d_v > d^*$) follows from the nonexistence of positive steady state and linear instability of $(0, v^*)$. This completes the proof of Theorem 1.3.

5 Numerical simulations and discussions

In the previous sections, we analyzed the property of the principle eigenvalue for mixed random and nonlocal dispersal operators and the local stability of the two semi-trivial steady states in different scenarios. In order to understand more about global dynamic behaviors of the solutions for general parameter settings, we perform a series of numerical simulations in one dimension.

We use simple finite difference method [15] to obtain the solution numerically. For simplicity, we choose $D = (0, p)$ where $p$ is the period and define an uniform grid of points $x_j = j \cdot h$ where $0 \leq j \leq N$ and $N = \frac{p}{h}$. We use $N = 400$ in our numerical simulations. The second-order accuracy approximation of the second derivative is

$$u'' \approx \frac{u(t, x_{i+1}) - 2u(t, x_i) + u(t, x_{i-1})}{h^2}.$$

The kernel used in the numerical simulations is defined in the following way. Let $k(\cdot) \in C^\infty(\mathbb{R})$ be defined by

$$k(x) = \begin{cases} 
C \exp\left(-\frac{1}{|x|^2-1}\right) & \text{for } |x| < 1, \\
0 & \text{for } |x| \geq 1,
\end{cases}$$

(5.1)
Figure 1: The monotonicity of $\lambda_1$ with respect to $d_1$ for (a) $p = 1$, (2) $p = 5$

where $C > 0$ is chosen such that $\int_{\mathbb{R}} k(x) dx = 1$. For given $\delta > 0$, let

$$ k_\delta(x) = \frac{1}{\delta} k(x/\delta). \quad (5.2) $$

The second order approximation of integration of kernel term

$$ \int_{\mathbb{R}} k_\delta(y - x) u(y) dy $$

is done by trapezoidal rule [32]

$$ \int_{\mathbb{R}} k_\delta(y - x) u(y) dy \approx \sum k_{ij} w_j u_j $$

where $k_{ij}$, $u_j$ are $k_\delta(y_j - x_i)$ and $u(y_j)$ and $w_j$ is the weight of trapezoidal rule. For the eigenvalue problem (1.3), the discretization leads to a discrete eigenvalue problem and the first eigenvalue can be easily computed via Arnoldi’s method [29]. For the competition model (1.6), the discretization leads to a system of ordinary differential equation. We then integrate in time by using Matlab built-in function “solver” which was designed to solve system of ordinary differential equations. The equilibrium results shown in the following figures are obtained when the difference between the solutions of two successive iterations is less than $\epsilon = 1.0 e - 10$ or the iteration count reaches 30000.

5.1 Principal Eigenvalue for Mixed Random and Nonlocal Dispersal Operator

In the first simulation shown in Figure 1, we demonstrate how the first eigenvalue $\lambda_1(d, \tau, q)$ of (1.3) monotonically increases with respect to the first argument $d$ in two different sizes of the domain (a) $p = 1$, (b) $p = 5$. The function $q$ is defined as $q(x) = 16(x(p-x))^{2}/p^{4} + 0.5$, $\tau_1 = 0.1$ and $\tau_2 = 0.9$, respectively. The vertical black lines indicate the boundaries of the conditions (1.4) and (1.5). We choose $d_2 = 0.001$ and vary $d_1$. It is clearly that the numerical results matched with Theorem 1.1 that $\lambda_1(d_1, \tau_1, q) < \lambda_1(d_2, \tau_2, q)$ when (1.4) is satisfied while $\lambda_1(d_1, \tau_1, q) > \lambda_1(d_2, \tau_2, q)$ when (1.5) is satisfied. In between $d_*$ and $d^*$, there exists a critical $d_c$ such that $\lambda_1(d_c, \tau_1, q) = \lambda_1(d_2, \tau_2, q)$. 

In the second example, we study how $\lambda_1(d, \tau, q)$ varies with respect to the second argument $\tau$. Unlike monotonicity increasing in $d_1$, the relationship between $\lambda_1$ and $\tau$ are much more complicated. It depends on the parameter $p$. In Figure 2, we show how $\lambda_1$ changes for (a) $p = 0.5\pi$, (b) $p = 4\pi$, and (c) $p = 2.01\pi$. Here $q(x) = 16(x(p-x))^2/p^4 + 0.5$, $\delta = 16\pi$, and $d = 1$. We see that $\lambda_1$ is monotonely increasing in $\tau$ for $p = 0.5\pi$ (see Corollary 1.2) while $\lambda_1$ is monotonely decreasing in $\tau$ for $p = 4\pi$. In the last subfigure of Figure 2, the result for $p = 2.01\pi$ is shown. Instead of showing $\lambda_1(\tau)$, we show $\lambda_1(\tau) - \lambda_1(0)$ for $p = 2.01\pi$ because the variation of eigenvalue is small (only $10^{-6}$). The first eigenvalue varies with respect to $\tau$ neither in monotonely increasing nor monotonely decreasing way.

5.2 Competition Model

In Figure 3, we show how the equilibrium state of $u$ and $v$ of the competition model (1.6) varies with respect to $d_u$. We choose $a(x) = 16(x(p-x))^2/p^4 + 0.5$, $\tau_1 = 0.1$, $\tau_2 = 0.9$, $d_v = 0.05$, $p = 1$, and $\delta = 4\pi$. The initial conditions are $u = 1 + 0.25\cos(2\pi x)$ and $1 + 0.25\sin(2\pi x)$. We observe that if $d_u/d_v < d_u \approx 6.21635$, then $(u^*, 0)$ is globally asymptotically stable; if $d_u/d_v > d^* = 9$, then $(0, v^*)$ is globally asymptotically stable (See Theorem 1.3). In the last subfigure of Figure 3, the maximum of $u$ and $v$ are plotted with respect to $d_u$ to show the transition of stable steady states. In this example, the transition happens once (around $d_u \approx 0.367$) in the region $d_u d_v < d_u < d^* d_v$ rapidly. Whether this is a general behavior requires further investigation.

In Figure 4, we show how the equilibrium state of $u$ and $v$ of the competition model
(1.6) varies with respect to $d_u$ for a larger period $p = 4\pi$. The rest of parameters and initial conditions are the same as the previous example. We also observe that if $d_u/d_v < d_* = 17/73$, then $(u^*, 0)$ is globally asymptotically stable; if $d_u/d_v > d^* = 9$, then $(0, v^*)$ is globally asymptotically stable. In the last subfigure of Figure 4, the maximum of $u$ and $v$ are plotted with respect to $d_u$ to show the transition of stable steady states. In this example, the transition also happens only once (around $d_u \approx 0.0175$) in the region $d_* d_v < d_u < d^* d_v$ rapidly and it is very close to $d_* d_v$. Comparing the first subfigure in Figure 3 and the third subfigure In Figure 4, two simulations have the same parameters except $p$. We see that $(u^*, 0)$ is globally asymptotically stable with $p = 1$ while $(0, v^*)$ is globally asymptotically stable with $p = 4\pi$. This indicates that Corollary 1.4 cannot apply to general $p$.
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Figure 3: The equilibrium results for $u$ and $v$ for (a) $d_u = 0.05$, (b) $d_u = 0.2$, (c) $d_u = 0.367$, (d) $d_u = 0.5$. (g) The maximum of $u$ (green curve) and $v$ (blue curve) varies with respect to $d_u$. 
Figure 4: The equilibrium results for $u$ and $v$ for (a) $d_u = 0.005$, (b) $d_u = 0.0175$, (c) $d_u = 0.05$, (d) $d_u = 0.5$. (e) The maximum of $u$ (green curve) and $v$ (blue curve) varies with respect to $d_u$. 


